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Figure 1: An example of the PopBlends system automatically suggesting pop culture blends for the inputs of Star Wars and 
shampoo. The system frst expands both inputs into associations, then fnds connections between the associations. For the best 
connections, the system searches for images of scenes that are related to the inputs (Star Wars-related images ©Lucasflm Ltd.). 
We show an artist rendering of one of the blend suggestions. 

ABSTRACT 
Pop culture is an important aspect of communication. On social 
media people often post pop culture reference images that connect 
an event, product or other entity to a pop culture domain. Creating 
these images is a creative challenge that requires fnding a concep-
tual connection between the users’ topic and a pop culture domain. 
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In cognitive theory, this task is called conceptual blending. We 
present a system called PopBlends that automatically suggests con-
ceptual blends. The system explores three approaches that involve 
both traditional knowledge extraction methods and large language 
models. Our annotation study shows that all three methods provide 
connections with similar accuracy, but with very diferent charac-
teristics. Our user study shows that people found twice as many 
blend suggestions as they did without the system, and with half 
the mental demand. We discuss the advantages of combining large 
language models with knowledge bases for supporting divergent 
and convergent thinking. 

CCS CONCEPTS 
• Human-centered computing → Interactive systems and 
tools. 
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1 INTRODUCTION 
Pop culture is an important aspect of communication. References 
to memorable moments in television, flm, and other mediums 
pervade Internet communication as well as everyday conversation. 
One particularly creative type of messaging used on social media 
is to blend an organization’s product or service with images from a 
trending pop culture domain. For example, on Star Wars Day (May 
the Fourth) many organizations blend their brand or product with 
images from Star Wars to post on social media. Examples include 
someone using the force to extract a french fry from a McDonald’s 
ice cream, Han and Chewbacca getting into their Volkswagen, and 
light and dark Girl Scout Cookies having a lightsaber battle (See 
Figure 2). These images are helpful for online campaigns because 
they capture attention and connect the product to something people 
already know and like—such as the characters of a popular flm or 
TV show [25]. We call such images pop culture blends because they 
blend a product or service with references to a pop culture domain. 

Underlying the creation of a pop culture blend is the cognitive 
task of conceptual blending [21]. Conceptual blending is a type 
of combinatorial creativity [7] that connects two diferent input 
domains into a novel outcome through a connecting concept. Concep-
tual blending ultimately requires divergent and convergent thinking 
processes [60]. Models of conceptual blending lead us to expect the 
involvement of two divergent and convergent processes: one to 
identify the connecting concept between the two domains and the 
other to fnd the context and images to implement the connecting 
concept into a blend. Figure 1 shows an example of this process for 
Star Wars and shampoo, where Star Wars and shampoo are both 
expanded until a connecting concept can be found, in this case, 
“dirty”. Then the concept of “dirty” was expanded for Star Wars and 
shampoo, respectively, until a scene image can be found from each 
domain to be blended, such as a scene of Luke cleaning R2-D2 with 
shampoo suds inserted. 

In general, the conceptual blending process is difcult because 
the divergent process requires recalling multiple, diverse pieces 
of information and the convergent process requires a polynomial 
search over the information to fnd pairs that can be blended. Typ-
ically, this search process is time-consuming for people because 
the design space is vast and the useful connections are rare. Al-
though computers possess the computational power necessary for 
the job, they tend not to have the cultural knowledge, associa-
tions, and commonsense required for this task. Divergent thinking 
requires fnding associations that are typically not stored in struc-
tured databases such as linking shampoo to a suds, or Star Wars 
to the scene of “Luke cleaning R2-D2”. Crowdsourced association 
databases such as Small World of Words [15] have some coverage of 
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human associations but often lack pop culture knowledge. Trained 
word embeddings such as GloVe [44] and word2vec [40] often lack 
associative information, or contain just as much noise as signal [16]. 
Additionally, convergent thinking requires commonsense reason-
ing to fnd logical connections between the associations. Attempts 
to catalog commonsense have found it to be an overwhelmingly 
large task [36] and they thus have focused on particular types of 
relationships like if-then [56], which are impressive but not broad 
enough for most creative tasks. 

Recent advances in the generative ability of large language mod-
els are poised to create a paradigm shift for computational cre-
ativity. While previous pretrained language models like GPT [49] 
and GPT-2 [50] generated fuent text, they did not possess human-
like abilities to reason. However, GPT-3 [8], which has billions 
more parameters than GPT-2, can do tasks that involve associative 
knowledge and commensense reasoning—tasks that previously re-
quired human intelligence. Because large language models have 
been trained on Internet-scale data, they have information related 
to most topics people talk about, including pop culture [8, 48]. For 
example, GPT-3 can be prompted for associations by asking:“List 
5 adjectives you associate with Chewbacca from Star Wars”, and 
GPT-3 will respond “brave, loyal, gentle, hairy, heroic”. Moreover, 
GPT-3 has the ability to perform sentence completion and zero-
shot learning, meaning it can be prompted with text like “Which 
character in Star Wars is most related to shampoo? Why?” and it 
will return a character and a reason such as “Princess Leia, because 
she is known for her iconic hairstyles.” However, GPT-3’s answers 
are not always accurate or useful, thus the challenge lies in how 
to build system architectures around GPT-3 that people will fnd 
useful and powerful. 

We present a system called PopBlends that automatically per-
forms divergent and convergent steps to suggest pop culture blends. 
First, the user inputs two concepts—a pop culture domain such as 
Star Wars, and a product, service, or other entity such as shampoo. 
The system starts by performing a divergent and convergent step 
to fnd multiple connecting concepts with three diferent strategies 
using various levels of support from the large language model GPT-
3. Based on each connecting concept, the system conducts a second 
divergent and convergent process to fnd the scenes that bridge the 
two inputs through the connecting concepts. The system then fnds 
images related to each scene and the user can select the images 
to combine into a pop culture blend. Ultimately, the aim is to help 
amateur designers ideate connections between a product or service 
and a pop culture domain. 

This paper makes the following contributions: 

• A comparison of three GPT-3 strategies to fnd connecting 
concepts: No-GPT (traditional NLP and knowledge extrac-
tion only), Half-GPT (combining knowledge extraction and 
GPT), and Full-GPT (relying solely on GPT for connections). 
We fnd they are all efective and produce surprisingly dif-
ferent results. 

• PopBlends, a system that suggests image pairs to amateur 
designers to help them make a pop culture blend. The system 
uses two rounds of divergent and convergent processes: one 
to fnd connecting concepts between the pop culture and 

https://doi.org/10.1145/3544548.3580948
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Figure 2: Pop culture blends for Star Wars Day collected on Twitter from (a) McDonald’s, (b) Volkswagen, and (c) Girl Scouts. 

product domains and another to fnd scenes and images 
related to the connecting concept that can be blended. 

• An annotation study demonstrating the usefulness of GPT-3 
to list rich pop culture associations and perform common-
sense reasoning over those associations. 

• A user study showing that the PopBlends system helped 
people come up with twice as many pop culture blends, 
and with half of the mental demand compared to a baseline 
condition of brainstorming and Internet search. 

We conclude our work with a discussion of the advantages of com-
bining large language models with knowledge bases for supporting 
divergent and convergent thinking. 

2 RELATED WORK 

2.1 Conceptual Blending and Pop Culture 
Blends 

Conceptual blending has been shown to be a benefcial part of the 
creative design process [18]. Conceptual blending or conceptual 
integration is a cognitive science theory for how to combine ele-
ments of two familiar inputs or concepts to make new meaning 
or novel artifacts [21]. The theory describes the blending process 
in two steps: frst fnding a concept that connects the two inputs, 
then based on the connecting concept, fnding which elements from 
each input can be mapped to each other and blended into a new 
artifact or idea—like a houseboat being a combination of a house 
and a boat, but retaining the essential properties of each. It is a 
type of creativity that Boden [7] categorizes as combinational. It is 
related to other creative problems such as constructing metaphors, 
innovation by analogical reasoning, and abstract problem solving 
[61]. 

Typical computational approaches to conceptual blending are to 
expand or generalize one or more of the inputs, then search over 
the expansion to fnd connections [19]. This is closely related to 
divergent and convergent thinking—the cognitive underpinnings 
of creativity [60]. These two steps (i.e., expansion and search) are 
difcult tasks to be done by humans alone or to be fully automated. 
Expanding or generalizing an input is difcult because it is “infor-
mation hungry” [61]. Classic approaches that follow the structure-
mapping approach require hand-crafted datasets [20, 45, 62], which 
are expensive and difcult to scale. Internet search has been pro-
posed as a potential solution to the information hungry problem, 

but often it is hard to answer simple, commonsense, and associative 
reasoning from Internet searches. Searching over the expansions 
to fnd connections is challenging due to the polynomial number 
of possible combinations. Moreover, most combinations are not 
meaningful – randomly combining parts of a house and a boat 
is not likely to result in something functional. Although this can 
be seen as a search and optimization problem [45], it is difcult 
to know what makes a good connection and thus hard to com-
putationally search and optimize for. Thus, a good approach is to 
combine people’s abilities for judgment with the machine’s abilities 
to search. 

The cognitive task of conceptual blending is the basis of creating 
pop culture blends. Previous research on other conceptual blending 
tasks [30] has found that the process of creatively fusing two things 
is cognitively demanding. In formative interviews with designers, 
researchers found ideation exhausting, especially when listing di-
verse associations needed to fnd a match. Amateurs found this 
even more difcult because they lack training to brainstorm diverse 
associations. When evaluating their systems, researchers found 
that supporting creative tasks with tools [12, 30, 47] increased the 
number of design outputs and satisfaction of amateurs, and helped 
them come up with new ideas that avoided clichés. However, none 
of these systems focus on using pop culture as one of the input 
spaces, which is a special type of conceptual blending because it 
relies on scenes from a more limited domain. 

In pop culture campaigns such as Star Wars Day, over fve thou-
sand brands posted tweets related to Star Wars and their brands in 
2018 with hashtags such as #starwarsday [14, 42]. When we scraped 
Star Wars posts in 2020, we found over one hundred examples of 
pop culture blends such as those in Figure 2. More than simply 
having Darth Vader hold a cup of ice-cream, these brands use con-
ceptual blending to integrate their product into memorable pop 
culture scenes—like Luke using the force to extract his lightsaber 
(or french fry) from ice (or ice-cream). Thus, pop culture blends 
are a creative way to associate two seemingly unrelated things in a 
meaningful way. 

2.2 Creativity Support Tools for Divergent and 
Convergent Thinking 

There are many systems that have taken promising approaches to 
computational creativity and creativity support. Many structure 
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the divergent and convergent thinking processes and some use AI 
or other computational techniques to assist people. Two recent sys-
tems [12, 30] address the related problem of helping people create 
visual blends. Visual blending is a graphic design technique that 
draws attention to a message. The input is two words that should be 
connected, and the goal is to create an image that blends symbols 
of the words together in a way that both symbols are integrated 
but still individually recognizable. VisiBlends [12] structures this 
process by expanding both concepts into visual symbols associated 
with each concept either by brainstorming or with computational 
tools [47], then computationally searching for symbols that can 
be combined based on having similar shapes. MetaMap [30] is an 
ideation tool for visual blends that leverages the powers of exem-
plars in design and allows users to search for inspiration based 
on visual and semantic features extracted from examples. It also 
uses a word association database [15] as a source of associations 
for divergent thinking and allows users to search over visual and 
semantic features to fnd matches. Blending is also an important 
aspect of the creativity process in other domains such as creating 
icons [73] and fashion design [28]. These blending tools (as well as 
the visual blending tools) help in the difcult divergent and con-
vergent thinking process, but still require users to spend time and 
attention guiding the process for divergence and convergence. 

Divergent thinking is difcult for people because it requires 
recalling multiple diverse associations from memory. Many compu-
tational approaches have been shown to aid this process. Knowl-
edge graphs have been shown to support brainstorming by helping 
people recall associations between concepts [5, 6]. Word embed-
dings [32] such as GloVe [44] and Word2Vec [40] can also be used to 
support divergent thinking, sometimes in combination with other 
knowledge graphs [23]. Crowdsourced association data such as 
Small World of Words (SWOW) [15] has shown to be useful in 
aiding brainstorming [30, 47] and has many advantages over word 
embeddings such as containing more specifc associations [16]. Pre-
senting images to users during a brainstorming can further spur 
associations [58, 64] and those images can be optimized for pref-
erence [33] or adapted to cultural contexts [65]. While all these 
approaches are helpful for supporting divergent thinking, a com-
mon limitation is that they do not contain enough pop culture 
knowledge to suggest diverse associations related to pop culture 
entities such as characters and plot elements. Consequently, we 
explore the use of GPT-3 [8], which has rich knowledge of pop cul-
ture through its training data of large-scale Internet text. Building 
upon prior works, we also use SWOW words and images to help 
users form divergent associations. 

Convergent thinking is difcult for people because it requires 
synthesizing many pieces of information into a cohesive output 
which has very high cognitive load. Computational techniques for 
convergent thinking almost always involve searching over data to 
fnd connections. Creative design tasks are ill-defned, and thus 
there is no exact formula to converge on a solution, but there are 
several ways to help ease the cognitive load. Design patterns are 
computational approaches to help uses synthesize elements into a 
solution [2]. If the design goal can be expressed computationally, 
design patterns can serve as a constraint-based search to fully 
automate the search process. This has been shown to work for video 
editing [10, 34], interior design [39], making maps [4], or assembly 
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instructions [3]. When the constraints are not fully known, the 
synthesis can be semi-automated with a human in the loop. This 
has been shown to work in visual blends, [12], story creation [31], 
human-robot interaction [29, 57] and fnding metaphors [23] and 
analogies [70, 71]. In PopBlends, we present three diferent methods 
for searching for connections between the inputs. Together, these 
methods form distinct design patterns towards fnding associations 
between two diferent domains. To automate the search, PopBlends 
formulates the design goal as the semantic similarity of possible 
connections as represented as sentence embeddings [54]. 

Natural language processing tools are powerful tools for cre-
ativity support because they allow us to mine free-text created by 
users (or scraped from the Internet) into structured data that can be 
further processed. Systems like Crosspower [68] and Crosscast [69] 
parse natural language to generate visual presentations for text. 
They leverage the structure of text that helps search for images and 
map to visual transitions. In parsing free-form text, co-referencing 
and semantic role labeling are important NLP tools that now are 
accurate enough for this task. In PopBlends, we also parse free-text 
of plot summaries as a source of entities from pop culture domains 
to quickly and easily create a domain-specifc knowledge base. 

2.3 Large Language Models for Creativity 
Support 

Large, pretrained language models such as GPT-3 [8] denote a fun-
damental shift in modern NLP. Due to their immense size and scale 
of training data, such models are able to perform well on diverse 
language tasks without the need for task-specifc architectures or 
fne-tuning. Several properties of large language models (LLMs) 
make them ideal creativity support tools. First, LLMs have been 
found to capture commonsense knowledge that is present in train-
ing data, making them efective knowledge bases that are easy to 
query with natural language prompts. For example, results show 
that BERT [17] is competitive with traditional information extrac-
tion methods of constructing knowledge bases, as well as open-
domain question answering [48]. Recent work has also explored the 
potential of using GPT as an open knowledge graph [63], motivated 
by the fact that these language models have been pre-trained to 
gain knowledge from Internet-scale corpora, which cover the feld 
of pop culture. Second, generative language models such as GPT-3 
are able to produce machine-generated text that is almost always of 
high enough quality to seem written by a human. These generative 
capabilities have enabled GPT-3 to aid or complete creative tasks, 
such as providing ideas for movie scripts, or writing short stories. 
Finally, LLMs have often been found to produce hallucinations— 
which are factually incorrect, but statistically probable, outputs. 
While this is problematic for many domains, such as chatbot as-
sistants or news article generation, recent studies have found that 
for creative domains—such as story writing—hallucinations can po-
tentially help the user, who is able to reference the output without 
relying on its correctness [72]. 

Recent papers have explored many potential uses for LLMs as 
creativity support tools. The writing assistant Sparks [24] showed 
that GPT helped science writers with three tasks: providing inter-
esting angles to engage readers, crafting concise sentences, and 
providing reader perspectives. The WordCraft [72] system explored 
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how a LLM can be used in open-ended ways to support fction 
writers in multiple tasks such as “rewrite this text to be more Dick-
ensian” or providing suggestions to overcome writer’s block. Both 
these writing systems found that writers thought text generation 
to be useful even when the output was not perfect. BunCho [41] is 
a system that assists writers in generating titles and synopses from 
keywords. AI Chains [67] is a tool and technique for combining 
outputs from a LLM to complete larger tasks like elaboration on 
feedback to make it more detailed. In game generation, GPT-3 has 
been used to generate interactive stories by restricting how many 
characters it can introduce (too many characters creates stories that 
are too hard for a person to follow) [1]. TaleBrush [13] allows users 
to draw a story arc and GPT generates a story that follows that arc. 
Together, these papers show the multiple ways LLMs can support 
creativity. In PopBlends, we focus specifcally on supporting diver-
gent and convergent thinking and test three diferent strategies for 
combining GPT-3 with traditional NLP technologies. 

3 POPBLENDS SYSTEM 
The PopBlends system (see Figure 3) is an automated two-stage 
pipeline to suggest a conceptual blend for two inputs: a pop culture 
domain and a product or service the user wants to promote. In 
Stage 1, the automatic algorithm uses three approaches for fnding 
connections between the inputs: No-GPT, Half-GPT and Full-GPT. 
In each approach there is an initial divergent step that expands 
domains into associations, and an initial convergent step to fnd 
connecting concepts that unite the two domains. Once the connect-
ing concept has been found, a second divergent and convergent 
step is performed in Stage 2 to fnd scenes and images from both 
domains related to the connecting concept for blending. 

The target users of PopBlends system are amateur designers. 
While professionals make many of the pop culture blends for brands 
seen on social media, amateurs also have things they want to 
promote—school clubs, nonprofts and community organizations 
that cannot aford professionals. Design tools are especially for am-
ateurs who lack the training and experience in the design process 
involving divergent and convergent thinking. 

3.1 System Inputs 
There are two inputs in PopBlends: (1) a pop culture domain, and 
(2) a product or service the user wants to promote (which we will 
simply refer to as the product). Our implementation supports fve 
pop culture domains that users can select from, which are all flms 
or TV shows. However, we can easily add more with an automated 
pipeline. 

For the product domain input, users can give the system any 
product words they want. However, one problem is that many prod-
uct words have multiple meanings. For example, a cookie is both a 
food and a fle related to browser data. To ensure that the system 
correctly understands the user’s intent, we display a selectable list 
of related words alongside the original word. These related words 
are automatically fetched through querying the Small World of 
Words (SWOW) [16] knowledge graph. The user then selects the 
words that can clearly identify the product, thereby disambiguating 
their intent. Finally, the system combines the semantic information 
contained in the original product word and user-selected related 
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words in a single semantic representation which we call the product 
embedding. 

3.2 Stage 1: Find Connecting Concepts 
In Stage 1, the system’s goal is to fnd connecting concepts, which 
are intermediate ideas that link the pop culture and product do-
mains. As shown in Figure 4, we explore three distinct methods 
to fnd connecting concepts: No-GPT (traditional NLP and knowl-
edge extraction only), Half-GPT (combining knowledge extraction 
and GPT), and Full-GPT (relying solely on GPT for connections). 
Each method performs a divergent step to expand each domain into 
a large list of candidate concepts; next, a convergent step is per-
formed to select the fnal connecting concepts from the candidates. 
In efect, each method produces potentially distinct connecting 
concepts, which are jointly presented to the user through the web 
interface. More examples of connecting concepts across pop culture 
domains can be seen in Table A1. 

3.2.1 No-GPT. The No-GPT approach uses traditional NLP and 
knowledge extraction to fnd connecting concepts. Specifcally, we 
rank scenes from the plot of the pop culture domain (e.g., Star 
Wars) based on their semantic similarity to the product domain 
(e.g., Cookies), then extract the single most relevant word from 
highly ranked scenes as connecting concepts. We focus on pop 
culture scenes due to their prominence in pop culture blends—as 
Figure 2 shows, pop culture blends typically depict important events 
that occur between characters in a show. For example, to create the 
blend of Star Wars and Girl Scout cookies, we need to know the 
scene that involves Luke (the light side of force) fghting Vader (the 
dark side of force). 

To create a database of pop culture scenes, we scrape the “Plot” 
section of the Wikipedia page(s) for each domain. This provides us 
with information on the most important characters, organizations, 
locations, actions and events in each movie or TV show. Alter-
native approaches were considered, such as scraping data from 
fan-compiled data sources like Fandom Wiki pages. However, we 
found that they cover too many minor details (minor characters, ob-
scure back stories) and mix character trivia with plot summary. We 
also considered Google Knowledge Graph [59], which can list the 
main characters, but not any additional associations like their jobs 
or famous scenes. With the data of wiki plot summaries, we then 
perform the divergent and convergent steps to fnd connections. 

For the divergent step, we expand the scraped pop culture data 
into a collection of plot sentences, since each sentence typically 
contains a useful action or scene in which the character is involved. 
We do this by splitting the summary into individual sentences with 
the NLTK tokenizer [38]. However, one complication that arises is 
that when plots are parsed into independent sentences, there are 
many cases where pronouns instead of names are used to refer to 
entities. We use co-reference resolution from the AllenNLP API [22] 
to resolve these co-references and replace all pronouns with their 
referent. 

For the convergent step, we fnd the most relevant pop culture 
plot sentences to the product—i.e., the sentences with the highest se-
mantic match to the product embedding. We use semantic similarity 
matching techniques based on asymmetric sentence transformers 
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Figure 3: PopBlends system screenshot of No-GPT results with Star Wars and shampoo plus selected related words “hair” and 
“wash” (Star Wars-related images ©Lucasflm Ltd.). 

[66] for this task. We found that sentence transformer-based simi-
larity outperformed word-based matching, which is comparatively 
coarse. We choose the 5 sentences with the highest matching scores 
to fnd a connecting concept from each. To do this, we calculate the 
semantic similarity between the product embedding and each word 
in the highest matching plot sentence, and return the most-related 
word. For example, in the case of Star Wars and swimming, one 
of the highest matching plot sentences is “Desperate, Luke drops 
into the air shaft and is ejected beneath the foating city, latching 
onto an antenna” and the connecting concept is “foating”. Such 
plot sentence matching is very faithful to the pop culture domain, 
but misses many potential connections. There are lots of types of 
information plot summaries do not cover, including many entity 
attributes such as characters’ catchphrases. Thus, there is a need to 
explore other approaches beyond using the plot summary as the 
sole knowledge base. 

3.2.2 Half-GPT. The Half-GPT approach combines knowledge ex-
traction with GPT-3 to fnd connections based on entity attributes. 
In the Half-GPT approach, we frst collect a list of important pop 
culture entities, and then take the list to perform divergent and 
convergent steps to fnd connections. First, we collect a list of im-
portant entities—characters, organizations, locations and objects, 
based on the scraped Wikipedia plot summaries. To extract entities 
from the plot text, we use knowledge extraction technologies—we 
run an ELMo-based named entity recognition model [46] to get the 
named entities with tags of people, organizations, locations and 
miscellaneous, which are a large part of entities we want. However, 
we also want non-named entities such as lightsabers in Star Wars. 

To get important non-named entities, we run TF-IDF [52] against 
100 random Wikipedia pages to fnd words and phrases unique to 
the pop culture domain. Together, these represent the most impor-
tant characters, organizations, locations and objects in the domain. 
Some pop culture domains like Game of Thrones have long plot 
summaries that contain a myriad of entities, many of which are not 
iconic or easily recognizable by the average fan. Therefore we rank 
the entities based on their frequency according to TF-IDF and use 
only the top ten in each category. 

For the divergent step, we use GPT-3 to expand the pop culture 
entities to attribute associations, including activities (Monica and 
cooking in Friends), adjectives (Chewbacca is hairy in Star Wars) 
and catchphrases (Joey and “Joey doesn’t share food!” in Friends). 
This information is not present in the plot summaries, and also 
sparsely available or difcult to systematically scrape from Fan-
dom wikis or other knowledge bases. Thus, we treat GPT-3 as a 
knowledge base and query it to get these attributes. Based on the 
ranked entity list, we use the GPT-3 API to ask “What fve {activities, 
adjectives, catchphrases} do you associate with {entity name} in {pop 
culture domain}?”. We parse the free-text responses from GPT-3 
into attributes and cache them. Overall, this results in 600 attributes 
(4 entity types × top 10 entities per type × 3 attribute types × 5 
attributes per type) for each pop culture domain. 

For the convergent step, we use the semantic similarity matching 
techniques [66] to fnd the 5 entity attributes that best match the 
product embedding. For each matching attribute, we fnd its associ-
ated entity. For example, for Star Wars and swimming, a matching 
attribute is “racing”, and it is associated with the entity Millennium 
Falcon. If there are multiple entities that have the same attribute, 
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Figure 4: PopBlends Stage 1 system diagram with inputs of Star Wars and swimming, where we explore three diferent strategies 
to fnd connecting concepts: No-GPT, Half-GPT, and Full-GPT. 

we only return the top two most popular associated entities for that 
concept. For example, in Game of Thrones, “fghting” is associated 
with almost all the characters. But we want to return a diverse set 
of connecting concepts, so we only return “fghting” (and its two 
most associated entities: Jon Snow and Daenerys Targaryen) once. 

3.2.3 Full-GPT. In the Full-GPT approach, we investigate whether 
GPT-3 can make the connection between the product and the pop 
culture domain on its own. For the divergent step, we prompt 
GPT-3 with 5 diferent questions. We ask GPT-3 which character, 
organization, location, object and action it can associate with the 
product term. We ask GPT-3 to answer in a format so that we can 
extract easily. Here is the exact prompt we use: “Which {character, 
organization, location, object, action} in {pop culture domain} would 
you associate with {product term}? Why? Please say your answer in the 
format of “I would associate ... with ... because of ...”. Answers to this 
prompt usually contain both a matching entity and a justifcation. 
For example, “I associate swimming with Darth Vader because of his 
ability to use the Force to control the movements.” GPT-3’s answers 
may be factual-based or not. For example, for the combination of 
Star Wars and boxing, GPT-3 answers “I associate boxing with Jabba 
the Hutt’s palace because of its underground fghting ring.” To our 
knowledge, Jabba the Hutt does not have an underground fghting 

ring. However, this answer could still be useful. One could imagine 
a blend of putting two boxers into the fghting ring of Jabba the 
Hutt’s palace for a match. 

3.3 Stage 2: Find Scenes Based on the 
Connecting Concept 

At the end of Stage 1, we get connecting concepts across the two 
domains, such as “racing”, which connects Star Wars and swimming. 
However, only knowing the connecting concept is not enough to 
make a blend. In Stage 2, we need to fnd the context and images 
to implement the connecting concept generated in Stage 1 into a 
blend. By analyzing the professional blends (See Figure 5), we fnd 
two ways of making pop culture blends for a connecting concept: 
1) insert a pop culture element into a product scene (See examples 
a–c) , 2) insert a product element into a pop culture scene (See 
examples d–f). Typically, the inserted element replaces something 
similar or analogous in the scene, for example, in example c, the 
dying Jon Snow is inserted to replace the screen background of a 
nearly dead cell phone. 

To do the insertion, we need related scenes and images centered 
on the connecting concept in either pop culture or product domains. 
Therefore, in Stage 2 (see Figure 6), we frst take the divergent step 
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Figure 5: Professional blend examples of Star Wars and Game of Thrones, collected on Twitter from a. Volkswagen, b. Visit 
Florida, c. Samsung, d. Girls Scout, e. NSW Police Force, f. Tim Hortons, where a–c follows the blend strategy to insert a 
pop culture element into a product scene, d–f inserts a product element into a pop culture scene (Star Wars-related images 
©Lucasflm Ltd., Game of Thrones-related images ©Home Box Ofce, Inc.). 

to expand both pop culture and product domains into scenes and 
then take the convergent step to fnd the scenes and their images 
that are relevant to the connecting concept. For example, based on 
the concept “racing” (activity of millennium falcon) that connects 
Star Wars and swimming, to make a blend, we need to fnd Star 
Wars scenes related to “racing” (and millennium falcon) as well as 
swimming scenes related to “racing”. 

3.3.1 Find pop culture scenes related to the connecting concept. 
For the divergent step, we expand the pop culture domain into 
Wikipedia plot sentences, which include rich pop culture scenes. 
For the convergent step, we frst fnd relevant pop culture scenes— 
for the Half-GPT and Full-GPT connecting concepts, we fnd the 
two most relevant plot sentences to the connecting concept and 
its associated entity with semantic similarity matching techniques 

[66]; for the No-GPT connecting concepts, we simply take the most 
relevant plot sentence (already found in Stage 1). Then, we fnd 
three images with each plot sentence as a query term in the Google 
Image API. 

3.3.2 Find product scenes related to the connecting concept. For 
the divergent step, we use GPT-3 to expand the product term into 
associated activities and their contexts. This data is collected by 
querying GPT-3 with prompts in the form: “What are fve scenes 
you associate with {product term} ?”. For example, for swimming, 
GPT-3’s response is “1) swimmers diving into a pool 2) swimmers 
doing laps in a pool 3) swimmers competing in a swimming race 4) 
swimmers playing in the water 5) swimmers enjoying the water 
on a hot day”. In addition to collecting the general product-related 
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Figure 6: PopBlends Stage 2 system diagram with the connecting concept of “racing” between Star Wars (©Lucasflm Ltd.) and 
swimming, where we frst expand both pop culture and product domains into scenes and then fnd the scenes and their images 
that are relevant to the connecting concept (Star Wars-related images ©Lucasflm Ltd.). 

scenes, we also expand product domain into connecting concept-
related scenes by asking GPT-3 with the prompt of “What three 
{product term} scenes do you associate with {connecting concept}?”. For 
example, for “racing” related swimming scenes, GPT-3’s response 
is “1) swimmers in the starting blocks, poised and ready to begin 2) 
swimmers striving to maintain their speed and stay ahead of their 
competitors 3) swimmers crossing the fnish line and celebrating 
their victory”. We split these responses into individual sentences 
and store them for the next phase. 

For the convergent step, we fnd the two product scenes that are 
most related to the product embedding and the connecting concept 
using semantic similarity matching techniques [66], and fnd three 
images for each of these scenes using Google image API. 

4 TECHNICAL EVALUATION 
We conducted an annotation study to evaluate the quality of Pop-
Blends system outputs in Stage 1: connecting concepts and Stage 2: 
scenes based on the connecting concept. For Stage 1, we rate how 
often the provided connecting concepts are relevant to both the 
pop culture and product domains. We compare the results across 
the three GPT strategies to answer one of our research questions— 
which GPT strategy is the best. For Stage 2, we evaluate if the 
expanded pop culture or product scenes are relevant to the con-
necting concept. 

4.1 Pop Culture and Product Topic Collection 
We provide annotators results for combinations of 5 pop culture 
domains and 6 products. The 5 pop culture domains are Star Wars, 
Friends, Harry Potter, Game of Thrones and Breaking Bad, which 
are all well-known and used to create pop culture blends on social 

media. These domains also cover various genres and settings of 
pop culture, including movies and TV shows with fctional and 
real-world settings. The products were randomly picked from the 
six most common categories in a visual advertisements dataset 
[27]: 1) clothing, accessories, beauty products and cosmetics; 2) 
cars, automobiles; 3) food (restaurants, chocolate, chips); 4) drinks 
(soda, alcohol, cofee, tea); 5) electronics; 6) sports equipment and 
activities. The 6 randomly selected products were: 1) toothbrush; 2) 
airplane; 3) pizza; 4) beer ; 5) cell phone; 6) swimming. 

4.2 Evaluating Stage 1: Are the connecting 
concepts related to both the pop culture and 
product domains? 

4.2.1 Methodology. We recruited 10 annotators (7 female; mean 
age 23.5, std 2.29), two for each pop culture domain, through a 
university mailing list and Facebook group. Each participant was 
required to have familiarity with their pop culture domain. For the 
15 connecting concepts (5 for each strategy—No-GPT, Half-GPT, 
Full-GPT) for each of the pop culture-product pairs, we ask the 
annotator two questions: Q1) “Is the connecting concept related 
to the pop culture domain?” and Q2) “Is the connecting concept 
related to the product domain?” For both questions, two annota-
tors independently annotate true or false. The inter-rater reliability 
shows that there is moderate agreement between the two annota-
tors’ judgments with Cohen’s � = .43. It takes a bit of imagination 
to determine whether a connecting concept is related to a product 
or pop culture domain, and our raters were conservative in that 
some did not see the connection while others did. For example, in 
determining whether the connecting concept of “fying in a space-
ship” is related to airplane, one annotator saw the connection while 
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the other did not make the cognitive leap between the spaceship 
and airplanes. Hence, if at least one of them annotates true, we 
mark the answer to this question as true, otherwise it is false. We 
then mark the success of each connecting concept by whether the 
answers to both questions are true. 

4.2.2 Accuracy of Stage 1 across the three GPT strategies. Overall, 
across all three GPT strategies, 56.7% of connecting concepts were 
related to both the pop culture domain and the product domain. 
Moreover, 93.3% of all pop culture-product pairs had at least one 
good connecting concept. These are encouraging results because in 
previous work [37, 47], researchers demonstrated the high cognitive 
load of memory recall tasks, with 6 out of 7 on the NASA-TLX 
dimension of mental demand [37]. Because recognition is so much 
easier than recall, users are willing to tolerate some machine errors 
and they still fnd the system useful because it lowers cognitive 
load. Having a 93% chance of at least one good result demonstrates 
consistent value of automated tools. 

Surprisingly, all three GPT strategies performed equally well. The 
success rates of No-GPT, Half-GPT, and Full-GPT strategies were 
56.0%, 55.3%, and 58.7%, respectively. For each GPT strategy, we 
annotated 5 diferent connecting concepts; the probability of success 
for at least one of the fve connecting concepts was 90.0%, 96.6%, 
and 93.3%, respectively (See Figure 7). This shows all three GPT 
strategies are capable of producing at least one good connecting 
concept in 5 chances. However, we fnd that the GPT strategies 
produced surprisingly diferent results. 

The No-GPT strategy is accurate when the plot sentences contain 
a concept directly or indirectly related to the product. For example, 
for products airplane and cell phone, “airplane” and “phone” are 
directly used in Friends plot sentences and the No-GPT strategy 
was able to fnd them as the connecting concepts. Also, the No-GPT 
strategy can fnd indirect associations with products like “foating” 
(Star Wars + swimming) and “airport” (Friends + airplane). Occa-
sionally, the No-GPT approach can fnd connecting concepts that 
are distantly related to the product but still useful, such as “using” 
(Star Wars + toothbrush), in which case we can make a blend by 
replacing the lightsaber with a toothbrush in the scene of using the 
force. However, sometimes the No-GPT approach does not work 
well because the connecting concept could be matched on incorrect 
word sense across two domains, for instance, “solo” connects Star 
Wars (Han Solo, a main character in the movies) and swimming 
(solo swimmer), “crew” connects Breaking Bad (gang crew) and 
airplane (airplane crew). Note there is a potential of making a blend 
here, but it is based on the pun rather than the visuals. For example, 
an airline ad could have a slogan like Breaking Bad “crew” serving 
as the fight attendants. In addition, as the No-GPT strategy pri-
oritizes the pop culture domain, the connection of the connecting 
concept to the product may be weak, such as “money” (Breaking 
Bad + pizza). 

The Half-GPT strategy is based on entity attributes rather than 
plot sentences and produces diferent results from the No-GPT 
strategy. The Half-GPT strategy works even if there is no plot sen-
tence that directly describes the pop culture entities’ attributes. For 
example, 1) as an activity of Millennium Falcon, “racing” connects 
Star Wars and swimming, and a possible blend could be Millennium 
Falcon racing in a swimming pool like a speedboat, with TIE fghter 

Wang, et al. 

behind it; 2) as an adjective of Tohajiilee Indian reservation, “remote” 
connects Breaking Bad and cell phone, where a possible blend could 
be using the brand’s cell phone from the remotest of location with 
the slogan “Finally, a phone that works where you need it to.” And 
advertisers can show a picture of Walter White using the phone 
in the reservation in his underwear; 3) as a catchphrase of Joey, 
“Joey doesn’t share food” connects Friends and pizza, and a possible 
blend might be Joey concentrating on eating pizza from the brand 
that needs to be advertised, with the tagline “Joey doesn’t share this 
brand’s pizza!” As GPT-3 sometimes will provide weak attribute 
connections, Half-GPT may fail, especially when the entities are 
not signifcantly important in the pop culture domain. Note that we 
measure the overall accuracy of GPT-3 generated entity attributes 
in a separate annotation study in Section 4.2.3. For example, as a 
trait of Vermont, “perfect” connects Friends and airplane, where 
the similarity score between airplane and “perfect” is 0.16; as a 
trait of Whomping Willow, “big” connects Harry Potter and beer, 
where the similarity score between beer and “big” is 0.17. Note that 
we forced PopBlends to show the top fve connecting concepts for 
each strategy without a similarity score cut-of. To get rid of these 
bad cases, we can set up a cut-of score or detect if the similarity 
score has a dramatic drop compared to that of the higher ranked 
connecting concepts. 

Note that the Half-GPT strategy relies on traditional NLP tech-
niques to collect entities from plot summaries. These traditional 
NLP techniques, such as co-reference resolution [35] and entity 
extraction [46], have already been shown to be highly accurate. We 
corroborate that they are also highly accurate in the context of pop 
culture. Table B1 shows a collection of the important entities for 
each of the fve pop culture domains. We compared these entities 
with those on Fandom wikis, and we verifed all (100%) of the col-
lected entities were clearly relevant to the pop culture domains 
with no repetition. 4% (8 out of 200) entities are potentially in the 
wrong category, for example, Admiral Ackbar should be a Star Wars 
character rather than organization. This is probably because NLP 
techniques we used does well in entity recognition but a little less 
in role tagging. 

In the Full-GPT strategy, we ask GPT-3 to come up with the 
connections on its own. We fnd that, although sometimes the re-
sults have some overlap with those of the No-GPT and Half-GPT 
methods, in general the Full-GPT approach can provide diferent 
connecting concepts that often go beyond the limits of the collec-
tion of plot sentences and entity attributes (adjectives, activities, 
catchphrases). The connecting concepts provided are sometimes 
surprising and about physical appearance. For example, toothbrush 
has “the long and thin handle”, as does a lightsaber in Star Wars; 
“Quidditch cup’s use as a prize” connects Harry Potter and beer 
because Quidditch cup and beer are both cup-sized and golden in 
color ; C-3PO’s “shiny exterior” connects Star Wars to shampoo as 
it describes the texture of the hair after being washed by the sham-
poo. However, full use of GPT-3 also brings disadvantages. First, 
GPT-3 may fail to make a connection to the pop culture domain, 
although it claims to. For example, GPT-3 claims “the connection 
between using a toothbrush and cleaning one’s teeth” as a con-
necting concept between Star Wars and toothbrush and says that 
“the connection between pizza and being content” could connect 
through Star Wars to pizza. Second, GPT-3 is prone to hallucination, 
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Figure 7: Average accuracy and at least one out of fve accuracy of Stage 1 across three GPT strategies 

which in our case means claiming something that never exists in 
the pop culture domain. For instance, GPT-3 generated connecting 
concepts of “meth phone and cell phone’s shared portability and 
lack of wire connections” for Breaking Bad and cell phone, and 
“Anakin Skywalker’s death in water” for Star Wars and swimming. 
Occasionally, these hallucinations can inspire blends, but it is rare. 
For example, GPT-3 lists “Phoebe’s smelly cat fundraiser’s constant 
use of social media to spread awareness” as one of the connecting 
concepts between Friends and cell phone, which is imaginable and 
connects cell phone well to Phoebe’s smelly cat song. 

4.2.3 Accuracy of entity atributes in Half-GPT. The Half-GPT strat-
egy uses GPT-3 as a pop culture database to collect three diferent 
types of entity attributes—activities (“fghts for the Galactic Em-
pire”), adjectives (“agressive”; “evil”) and catchphrases (“I am your 
father”), with example attributes from Darth Vader in Star Wars. To 
evaluate GPT-3’s performance in this task, we conduct a separate 
annotation study to compare GPT-3’s accuracy in producing these 
three types of attributes for a variety of entities in each pop culture 
domain. 

We recruited 10 annotators (8 female; mean age 23.7, std 2.16) 
who were experts in each of the pop culture domains. We use the 
same recruiting channels as the previous annotation study; six of 
the annotators participated in both studies. For each of the collected 
attributes, we asked two annotators to independently answer “How 
many of the items (out of 5 GPT-3 answers) are relevant to the 
given entity?” with an integer in the range of 0 to 5. Note that the 
interrater agreement (0.41 as measured by Pearson’s � ) is relatively 
low between pairs of annotators. This highlights the subjectivity 
of “relevance” between attributes and domains—two concepts may 
feel relevant to some people but not to others. 

Overall, the average of the attribute accuracy is 2.86 out of 5 
(57%). The most accurate attribute type provided by GPT-3 was ad-
jectives (79%). Activities were less accurate (58%), and catchphrases 
were the least accurate (35%) (See Table 1). GPT-3 was able to pro-
duce correct adjectives for all entity types—characters (Darth Vader 
is aggressive), organizations (Rebel Alliance is heroic), locations 

Attribute Example output(s) Avg. (%) IRR 

Activities fghts for the Galactic Empire 2.89 (58%) 0.32 
Adjectives aggressive; evil 3.93 (79%) 0.47 
Catchphrases “I am your father” 1.75 (35%) 0.41 

All 2.86 (57%) 0.41 

Table 1: Annotated relevance results and example outputs 
for Darth Vader in Star Wars. Avg. is the average count (out 
of 5) of relevant attributes across all pop culture domains. 
IRR denotes the correlation (Pearson’s � ) between annotator 
pairs. 

(Mos Eisley is dirty) and objects (Imperial feet is massive). However, 
whereas many adjectives were accurate, they were not always the 
most salient attribute for the entities. For example, one of Chew-
bacca’s adjectives in Star Wars is “loyal”, and although this is true, 
“loyal” is not his most prominent characteristic. Catchphrases have 
the lowest accuracy, as they are often made up by GPT-3. This is 
in a large part due to the fact that many entities in a movie or 
TV show do not have classic catchphrases, such as Dementors in 
Harry Potter, who do not speak. Overall, the study demonstrates 
the efectiveness of GPT-3 as an associative pop culture knowledge 
base, and the corresponding potential of PopBlends to expand a 
pop culture domain with associated attributes. 

4.2.4 Conclusion. Overall, the probability of success for at least 
one of the fve connecting concepts was at or above 90% in all three 
methods. The three methods are equally good and each has unique 
strengths and weaknesses: No-GPT is accurate, but may sometimes 
match on incorrect word senses; Half-GPT works well even without 
directly related plot sentences, but GPT-3 sometimes provides weak 
attribute connections; Full-GPT can provide surprisingly good re-
sults, but GPT-3 may pretend to make connections or be prone 
to hallucinations. Therefore, it makes sense to present them all to 
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users, rather than just presenting one type of method. We discuss 
the potential of using the ensemble method in Section 6.3. 

4.3 Evaluating Stage 2: Are the pop culture or 
product scenes related to the connecting 
concept? 

4.3.1 Methodology. For 15 PopBlends outputs (each of them con-
tains a connecting concept, 1 or 2 pop culture scenes, 2 product 
scenes) of each pop culture-product pairs, we ask the annotators 
(same people from Section 4.2.1): Q3) “Is the pop culture scene 
related to the connecting concept?” and Q4) “Is the product scene 
related to the connecting concept?” For each question, two anno-
tators independently annotate either true or false. The inter-rater 
reliability shows that there is moderate agreement between the two 
annotators’ judgments with Cohen’s � = .48. Similar to evaluating 
Stage 1, annotators need to make a cognitive leap to connect the 
scenes with the connecting concept. For example, when judging 
whether the connecting concept “friendly” (trait of Ewoks) is related 
to the Star Wars scene of “The team ...gaining a tribe of Ewoks’ trust 
after an initial confict.” While one annotator saw the relatedness, 
the other did not make the cognitive leap between gaining trust 
and being friendly. Hence, if at least one of them annotates true, 
we mark the answer to this question as true, otherwise it is false. 

4.3.2 Diference in relatedness between pop culture and product 
scenes with the connecting concept. Overall, given that the connect-
ing concept from Stage 1 is strong, the probability that at least one 
scene is related to the connecting concept is 98.3%. This could mean 
that only the pop culture scene is related, or only the product scene 
is related or both—but to make a successful blend, we only need one 
of the two domains to have a related scene (because we can insert 
an entity from one domain into the scene from another domain, 
as shown in Section 3.3). In general, the product scenes are more 
likely to be related to connecting concepts than the pop culture 
scenes. The probability that at least one product scene is related 
to the connecting concept is 89.1%. While the probability that at 
least one pop culture scene is related to the connecting concept 
is 75.9% (13.2 percentage points lower). This is similar for the raw 
percentages—the raw relatedness of product scenes is 80.0% and 
the raw relatedness of pop culture scenes is 63.4% (a diference of 
16.6 percentage points, see Figure 8). Also note that for bad con-
necting words, Stage 2 still works well—there is an average of 92.3% 
probability that at least one scene is related to every connecting 
concept. Although we do not expect these scenes to be useful (be-
cause the connecting concept is bad), it shows this stage of the 
pipeline performs almost as well, even with a weak connecting 
concept. 

The diference of relatedness of scenes from two domains is prob-
ably because pop culture and product scenes are generated very 
diferently: the pop culture scenes are retrieved from the database 
of plot sentences from Wikipedia, whereas the product scenes are 
generated from GPT-3. Pop culture scenes are retrieved based on 
the semantic similarity of the plot sentence to the connecting con-
cept. Thus, the scenes will defnitely be relevant to the pop culture 
domain, but may or may not be related to the connecting concept. 
If there is no scene in the data of plot sentences with a similar word, 
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then this approach will fail. For example, Chewbacca is hairy, but 
there are no plot sentences directly about that. However, “hairy” 
is still a very good connecting concept between Star Wars and 
shampoo, and there are plenty of product scenes that we can insert 
Chewbacca into to make a fnal blend, like a before and after picture 
of shampoo usage. 

Meanwhile, product scenes are generated by giving GPT-3 prompts 
about products and connecting concepts. We chose GPT-3 because 
it is a language model that contains a large-scale corpus of everyday 
language covering a variety of scenes, which greatly fts the task 
of generating everyday product-related scenes. GPT-3 generally 
works well. For example, when prompted to generate 5 beer-related 
scenes, GPT-3 responded with: “a guy walks into a bar and orders 
a beer”, “a group of friends are sitting around a table drinking beer 
and chatting”, “a couple is sharing a beer while watching a sunset”, 
“a guy is drinking a beer while watching a football game on TV”, “a 
group of people are having a beer tasting party", which are all great 
real-world beer scenes to use. However, GPT-3’s outputs are not al-
ways great. Sometimes GPT-3 may provide completions that consist 
only of locations or objects, without any people or actions within 
them. For example, for swimming scenes (Star Wars + swimming, 
connecting concept: “body”), GPT-3’s responses were “the pool” 
and “the sea”; for pizza scenes (Harry Potter + pizza, connecting 
concept: “the many diferent toppings that are available”, associated 
with the action of choosing pizza as a dinner option in the Hog-
warts great hall), GPT-3 generated “sausage” and “green peppers”. 
Next, GPT-3 sometimes provided product scenes that come from 
other pop culture domains rather than the real world. For exam-
ple, for toothbrush scenes (Star Wars + toothbrush), GPT-3 gave an 
answer of “the toilet brushing scene from the simpsons”; for pizza 
scenes (Harry Potter + pizza), GPT-3 answered “the pizza scene in 
Friends”. To improve the GPT-3 product scene generation part, we 
may need further eforts in prompt engineering. For example, we 
can ask specifcally for typical real-world product scenes to avoid 
getting answers that involve other pop culture domains. We may 
also ask GPT-3 with the same prompt multiple times to get a larger 
product scene pool, and then we could use NLP techniques to detect 
if there is a person and an action in the responses to judge their 
“concreteness”. Based on that, we can add a fltering step for quality 
control. 

Since GPT-3 was able to reliably generate product scenes, we 
also tried to generate pop culture scenes. However, GPT-3 often 
hallucinated. For example, when prompted to generate Star Wars 
scenes related to “eaten” (Star Wars + pizza), GPT-3 responded with 
fabricated scenes like “Darth Vader eats a human heart” and “Leia 
is pretending to eat a plate of food in order to make Han feel better 
about himself”. To resonate with an audience, a pop culture blend 
should use real, recognizable scenes. Therefore, we employed the 
original method of similarity ranking within a collection of wiki 
plots, even though it was more constrained. 

4.3.3 Conclusion. Overall, the probability that at least one scene 
is related to the connecting concept is 98.3%. The product scenes 
(89.1%) are more likely to be related to connecting concepts than 
the pop culture scenes (75.9%), which was probably caused by the 
diferent generation approaches. Generally, GPT-3 works well for 
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Figure 8: Average accuracy and at least one out of two accuracy of Stage 2 for pop culture and product scenes 

generating product scenes but brings hallucinations for pop cul-
ture scenes. Hence, we stick to the wiki database retrieval method 
for pop culture scene generation in consideration of wiki plot’s 
relatedness to the pop culture domains. 

5 USER STUDY 
To understand if and how PopBlends is useful for creating pop 
culture blends, we conducted a within-subjects study, comparing 
PopBlends to general Internet search, which as shown in prior 
work, is a powerful means for brainstorming ideas and images 
for concepts [47, 73]. Internet search is useful for creating pop 
culture blends because there is a large library of online pop culture 
resources (including texts, images, and videos) that are easy to use 
as inspiration sources or materials. Also, users can feasibly use the 
search tool to augment their memories if they fail to think of any 
details. Specifcally, we evaluate if users can (1) ideate more pop 
culture blends with PopBlends and (2) if using PopBlends reduces 
the perceived difculty of ideating blends. 

5.1 Participants 
We recruited 10 students (6 female; mean age 24.2, std 1.14) via 
email and word-of-mouth at a local university. Participants were 
amateur designers, interested in creating images for social media 
to promote clubs and products. In order to be eligible, participants 
were required to be familiar with at least one of the pop culture 
domains we provided. They were paid 30 dollars for up to 1.5 hours 
of their time. 

5.2 Procedure 
During the study, the participants’ goal was to create six pop cul-
ture blends, three with the baseline, three with PopBlends system. 
Participants were frst asked to pick one pop culture domain that 
interested them most, from the set we provided: Star Wars, Friends, 
Harry Potter, Game of Thrones and Breaking Bad. For that pop 
culture domain, they were then asked to make blend ideas for each 
of the following product topics: 1) toothbrush, 2) airplane, 3) pizza, 
4) beer, 5) cell phone, 6) swimming. The pop culture domains and 

products were the same as used in the annotation study. They 
were selected based on the criteria of diversity and randomness 
(explained in Section 4.1), which is consistent with previous liter-
ature [9, 12, 30, 73]. Participants alternated between the baseline 
and the system condition. Participants were randomly assigned to a 
condition order (either baseline frst and then system or system frst 
and then baseline) that was counter-balanced to prevent a learning 
efect. 

At the beginning of the experiment, participants were introduced 
to the basic concepts of pop culture blend design. Participants then 
ideated blends for the six pop culture-product pairs. For each pair 
they were given fve minutes to ideate as many blends as they 
could. In both conditions, participants saved useful images and 
came up with ideas in a PowerPoint. Before they used PopBlends, 
they were given a short presentation about the system. After ideat-
ing blends for a pair, participants completed a NASA-TLX [26] 
questionnaire, to measure their perceived mental workload. After 
all six pop culture-product pairs, participants were asked a series 
of questions about their experience of using the system and their 
views on system outputs in a 10-minute semi-structured interview. 
Finally, they were asked to pick one of their favorite ideas and make 
a fnal pop culture blend image. 

5.3 Results 
5.3.1 With PopBlends, participants ideated significantly more blends 
than with the baseline. Participants came up with an average of 2.03 
(SD=0.84) ideas for a pop culture-product pair with PopBlends, com-
pared to 0.87 (SD=0.56) ideas with the baseline. Since the study was 
within subjects and involved count data, we ran a paired-sample 
Wilcoxon test and found the diference between these means statisti-
cally signifcant (p < 0.001). For several difcult pop culture-product 
combinations, such as Game of Thrones and cell phone, users would 
sometimes not have any ideas for a blend with the baseline. How-
ever, with PopBlends, they were always able to come up with at 
least one idea for a blend. When asked which tool helped more with 
coming up with ideas, all 10 participants agreed that PopBlends 
helped more. The three main reasons mentioned by users were 
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PopBlends Baseline p-value 
Mental Demand 2.85 (1.08) 5.80 (2.14) 0.004 
Physical Demand 2.40 (2.32) 3.10 (2.88) 0.102 
Temporal Demand 3.00 (2.39) 4.65 (2.47) 0.028 

Performance 2.10 (0.91) 3.60 (2.17) 0.004 
Efort 3.05 (1.50) 5.00 (1.84) 0.006 

Frustration 1.65 (1.60) 3.25 (2.75) 0.026 
Table 2: NASA-TLX questionnaire results comparing Pop-
Blends and Baseline, where means, standard deviations (in 
parentheses) and p-values for the 6 paired-sample Wilcoxon 
tests with Bonferroni correction are reported. Bolded p-
values are statistically signifcant. 

(1) Internet search provided too specifc results that did not help 
them explore around the keyword and it was easy to get stuck 
in thinking of other keywords for new ideas (P5, P6 and P9). (2) 
PopBlends expanded both the product and pop culture domains 
(P1, P3 and P8) and provided diverse connecting concepts (P2, P7 
and P10). (3) Lots of the results of scene pairs under the connecting 
concept were meaningful and saved users’ time in further search 
of ftting scene pictures (P4 and P7). 

5.3.2 Using PopBlends required significantly less mental demand 
and led to higher perceived performance. Results of the NASA-TLX 
questionnaire are shown in Table 2. Participants found ideating 
blends with PopBlends signifcantly less mentally demanding than 
with the baseline, rating mental demand on average 2.85 with Pop-
Blends and 5.80 with the baseline (� = 45, � = 0.004). With the 
baseline, users had to come up with search keywords themselves 
and had trouble thinking of the connecting concept to blend the 
two domains. Meanwhile, with PopBlends, lots of calculations were 
already done by the system to show users relevant keywords and 
possible candidate connecting concepts. Aligning with this result, 
perceived efort (� = 44, � = 0.006) was also signifcantly lower 
for PopBlends compared to the baseline. When using the baseline, 
users often needed to deal with more non-domain related informa-
tion if the keyword was not carefully considered (e.g., when users 
searched “friends + cell phone”, many pictures of friends chatting 
happily appeared, but none of them were related to the TV show 
Friends). Meanwhile, users reported they performed signifcantly 
better with PopBlends than with the baseline, with an average value 
of performance of 2.10 with PopBlends and 3.60 with the baseline 
(� = 45, � = 0.004). By browsing the result pairs PopBlends pro-
vided, users more successfully found inspirations and materials 
they needed to do the pop culture blend tasks. 

5.3.3 Users’ feedback on PopBlends system design. Generally, users 
appreciated that PopBlends specifcally presents the connecting 
concepts that bridge the pop culture and product domains, as “the 
connecting concept provides a good hint to fnd the basis for blending 
two diferent domains, which was a challenge when I was using the 
Internet search”, said P1. Under each connecting concept, PopBlends 
shows relevant pop culture and product scene images. “This is 
very handy, and I can often fnd useful images to use. It would be 
nicer if I could know how relevant these scenes are to the connecting 
concept, because sometimes I feel that the scenes listed, especially the 
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pop culture scenes, are not as relevant as I thought they would be.” 
, commented by P9. In addition, half of the users mentioned that 
they liked the word selection feature for the product SWOW words 
because it ofered a new possibility when they were stuck on the 
current result. For example, when P7 was trying to blend Friends 
and airplane, “the results for ‘airplane’ were good and relevant, but I 
was getting a little tired of making connections from the ‘airport’ and 
‘travel’ dimensions. So I tried adding several diferent related words 
to see the updated results, and I found a few I liked, especially the 
‘airplane + seat’ leading to Joey and Chan’s recliner idea”. 

5.3.4 Users’ feedback on PopBlends results. Overall, users com-
mented that the three types of results (No-GPT, Half-GPT, Full-GPT) 
ofer diferent but equally inspiring directions to blend. 

No-GPT results, according to the users, were relevant and useful 
because the connecting concept always came back to a specifc 
element in the plot sentences. For example, P4 mentioned that the 
No-GPT approach succeeded in fnding diverse connections for 
pizza in Harry Potter movies, commenting “When I searched Harry 
Potter and pizza on the Internet, I found almost nothing useful, but 
PopBlends was able to automatically generalize the keyword from 
pizza to food and show multiple plots related to food in Harry Potter.” 
However, sometimes the plot matching method is limited because 
there may be no product-relevant elements in the plots. For example, 
P10 (used PopBlends for Game of Thrones and toothbrush, pizza, 
cell phone) mentioned the No-GPT connecting concepts were “very 
relevant to Game of Thrones, but not that related to the product”. 
This was the case because the pop culture wiki plot collection 
sometimes did not have words that matched well with the product. 
However, even when the plot sentence did not perfectly match the 
product concept, it can still sometimes inspire users. For example, 
P7 commented, “I love the matching of swimming to Friends’ plot 
of Chandler relaxing in the bath. It was great! I was kind of stuck in 
fnding people swimming fast in the pool scene in Friends, but they 
can relax in the pool as well.” 

Half-GPT results overcame the limitation of relying only on plot 
sentences to fnd connections, and over half of the users mentioned 
that matching from product concepts to entity attributes was bene-
fcial to their divergent thinking. As P9 explained, “Half-GPT is good, 
so instead of being stuck looking for some very precise plot connection, 
I can think of something related to the featured pop culture entity.” For 
example, when connecting Star Wars to pizza, Half-GPT found that 
exclaiming “yippee” (an Ewok’s trait) was a matching attribute of 
pizza, and P9 generated a creative ad for a pizza party at the Ewoks’, 
based on this prompt. However, due to the limited correctness of 
GPT-3 responses on the attributes of pop culture entities, three 
users mentioned that sometimes the Half-GPT results did not make 
much sense. 

Full-GPT results provided the most diverse connections that 
users sometimes found very surprising and novel. “It was surprising 
that PopBlends associated beer with Quidditch cup because it can 
‘be used as a prize’, as P2 mentioned, “I don’t think I can ever come 
up with this myself.” Unrestricted by the activities, adjectives, and 
catchphrases of the collected pop culture entities, Full-GPT provides 
a variety of connections that while not always true in the pop 
culture realm, were often imaginative. Some users also noted that 
the Full-GPT method even fnds shape connections between pop 
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Figure 9: Pop culture blends created by participants using PopBlends, with taglines of (a) Kill the evil plaque with your 
toothbrush wand (b) Seats of our airplane are so relaxing and comfortable as Joey and Chan’s (c) Yeah we fnally win this 
Quidditch beer cup (d) Reward your baby dragon with pizza after a fght. 

culture objects and products, such as P9’s reference to PopBlends 
linking toothbrushes to lightsabers on the basis that they both have 
“long and thin handles”. However, according to users, the quality of 
the Full-GPT connections varied the most among the three types of 
results, sometimes leaving them frustrated and not understanding 
why. For example, GPT-3 connects swimming to Star Wars based 
on “Anakin Skywalker’s death in water”. “But seems that never 
happened in Star Wars”, P1 said. In general, however, most users 
appreciated the novelty of the Full-GPT results and the support for 
their ideation. 

5.3.5 Showcase of pop culture blends created with PopBlends. Fig-
ure 9 shows four examples of pop culture blends made by users 
using PopBlends. Example (a) is from P4, inserts toothbrush into 
Harry Potter fghting Voldemort scene in place of Harry’s wand, 
inspired by No-GPT result: “Harry tries the expelliarmus charm 
to block Voldemort’s attempted killing curse” with the connecting 
concept of “curse”. Example (b) is from P7, inserts relaxing Joey 
and Chandler into the passengers sitting comfortably in airplane 
seats scene in place of the passengers. P7 searched “airplane” and 
added “seat” from SWOW words, and was inspired by the No-GPT 
result of “When Rachel goes out with Joey to buy a new recliner. . . ” 
plot with the connecting concept of “sit”. P7 also used the airplane 
plus seat scene of “sitting comfortably in the frst class”. Example 
(c) is from P2, inserts beer into the Harry Potter winning Quidditch 
game scene in place of the Quidditch cup. P2 is inspired by Full-GPT 
result of connecting “beer” to Quidditch cup with the concept of 
“use as a prize”. Example (d) is from P10, inserts pizza into Daenerys 
feeding her dragon scene in place of the meat, inspired by Half-GPT 

result of connecting “pizza” to Daenerys (mother of dragons) with 
the concept of her activity “feed dragons”. 

6 DISCUSSION 

6.1 Do Machines Need Divergent and 
Convergent “Thinking”? 

Divergent and convergent thinking is a way of structuring creativity 
that has been shown to improve results for people. However, we 
should consider whether this approach can also improve GPT-3’s 
ability to be creative. In the Full-GPT strategy, we asked GPT-3 to 
fnd connecting concepts without explicit divergent and convergent 
steps. It was able to come up with many useful outputs. However, 
this approach has limitations. The Half-GPT approach (which does 
use explicit divergent and convergent steps) was able to come up 
with additional connections and with diferent characteristics. For 
example, across all our data, Full-GPT never proposed a connection 
based on a character’s catchphrase, but it was a useful type of 
connection for many successful blends. This is consistent with the 
fndings from the design literature on people showing that most 
people can ideate a small number ideas on their own [43], but to 
get beyond that number, it is useful to have diferent brainstorming 
strategies. 

The ideation literature also advises that the best way to have 
a good idea is to have a lot of ideas. Thus, there is a divergent 
phase of producing as many ideas as possible, then a convergent 
phase of selecting the best ones. Since all three GPT-3 strategies are 
good, but noisy (about 50% accurate), we argue they are all useful to 
try—particularly since they produce diferent types of connections. 
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Whether a creative task is done by a human or a machine, having an 
explicit creative process (such as divergent and convergent steps) 
allows us to edit intermediate responses, fx localized problems in 
the process, and construct a tighter feedback loop. Although we 
can try to jump straight to the answer, it is good to have a process 
to fall back on. 

6.2 Combining Language Models with 
Knowledge Bases 

Knowledge bases and language models are complementary sources 
of information. While knowledge bases are typically quite accurate 
and well-structured, they are limited in scope based on the infor-
mation they can scrape. On the other hand, large language models 
have access to vast amounts of data, but are unstructured and can 
be inaccurate due to their propensity to hallucinate. Thus, there 
is an opportunity to combine these approaches to get the best of 
both: more data with higher accuracy. Our Half-GPT approach did 
this—it used a structured knowledge base to provide a list of char-
acters, organizations, locations and objects, and then used GPT-3 to 
extend them. This enabled us to populate adjectives, activities and 
catchphrases for every entity in the knowledge base. By combining 
the structured nature of the knowledge base with the vast amount 
of data from GPT-3, we were able to get additional information that 
covered all the important entities. 

Although GPT-3 has already been publicized as a way to con-
struct knowledge bases without scraping [48], we fnd that the 
information in GPT-3 is quite diferent and complementary to the 
information in a knowledge base. Knowledge bases tend to focus 
on indisputable facts such as listing all the characters in Friends. 
Whereas GPT-3 can produce this type of facts, it can also produce 
associative data that is not strictly factual such as what traits we 
associate with characters. (Most people associate Joey in Friends 
with being dim and Monica with being obsessive and controlling.) 
These are not the typical facts stored in knowledge bases because 
they are more subjective and difcult to scrape. However, they are 
incredibly useful for creative tasks, and GPT-3 can provide this 
complementary information. 

6.3 Potential for Ensemble Learning 
One of our main fndings was that No-GPT, Half-GPT and Full-
GPT were all equally accurate but with diferent characteristics. 
A consequence of this is we probably should use them all. This is 
consistent with ensemble learning models [55], where each method 
is a “weak learner” that cannot generalize to all instances in the 
data, but a combination of multiple methods can compensate for 
each other’s errors and exceed the performance of a single method. 

A challenge in applying ensemble approaches is to determine 
when each method in the ensemble is most accurate for which in-
puts. Unfortunately, we found that GPT-3 lacks this type of accuracy 
information. It generally does not have “awareness of restrictions” 
[53]. In our prompting experiments, GPT-3 rarely answered “I don’t 
know” or “It doesn’t exist”, and it almost always gave an answer 
even if the question was ridiculous. For example, when prompted 
with the questions like “What are the catchphrases of Dementors 
in Harry Potter?” (an entity that is mute), it provides many false 
answers such as “I’m coming for you”, “You’re mine”, and “You’re 
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next”. In the future, if GPT-3 can be imbued with a better awareness 
of its restrictions, the potential for combining multiple GPT-based 
generation methods into ensemble approaches could be increased. 

7 LIMITATIONS AND FUTURE WORK 
Currently, the pop culture domains that PopBlends focuses on are 
all movies and television series. Many of the pop culture blends on 
social media also make reference to movies and television series, 
probably because they are highly visual (unlike music) and pervade 
culture. However, pop culture encompasses many more things— 
music, toys, politics, sports, technology, etc. Our method of blending 
currently requires plot summaries, which only exist for flm and 
TV entertainment. Extending to other pop culture domains would 
require fnding a new way of fnding scenes. There is a possibility 
that GPT could replace the role of the plot summary. GPT could 
almost certainly identify the major people, places and things in 
a domain. It might also be able to list scenes, as we discussed in 
Section 4.3.2—but it is unclear if those scenes would have enough 
fact-based information, as opposed to hallucinations. This is an 
approach we intend to try in the future. 

PopBlends focuses on suggesting images that could be blended, 
but it does not actually blend them. Full automatic blending may or 
may not be possible, but it is an obvious next goal. Text-to-image 
models like Dall-E [51] bring the possibility of making fnal blends 
based directly on the textual description of the idea. However, in 
our early experiments, Dall-E did not work as well as expected, in 
particular it did not seem to correctly depict domain-specifc objects 
like TIE fghters, which made the blends lacking in recognizability. 
Even if full automation is not possible, simple machine vision may 
be able to fnd replacing objects from the images based on the text 
descriptions from the connecting words. Even a low quality blend 
may be acceptable to post online, as much of meme culture is made 
up of low-quality image modifcation. Other systems have shown 
how an additional round of divergent and convergent thinking 
can improve image blends [11]. Perhaps those approaches could be 
applied here. 

According to our study, GPT-based results proved to be helpful 
to users, but further improvements can be made. In the future, we 
can do more GPT prompt engineering, such as providing examples 
in the prompts, to make GPT-based results even more accurate. 
Additionally, we could go beyond fully automatic suggestions and 
add more user interaction. For example, we can allow users to call 
GPT-3 multiple times or provide more contexts when needed. 

PopBlends is designed to help amateurs as many creativity sup-
port systems do [9, 12, 30, 47]. Amateurs are important to support 
in creative tasks because not everyone can spend years in design 
school to learn creativity approaches. In the future work, we would 
like to explore how experts might beneft as well. The creativity 
systems mentioned above have explored this and found they beneft 
experts as well as amateurs. This is likely because divergent and 
convergent thinking is mentally demanding due to fundamental 
cognitive and memory limitations of the human brain, regardless 
of the level of expertise. We would like to release the tool to the 
wild for further exploration, for example, to see what pop culture 
and product domains users pick, how useful they fnd the results, 
and whether they want the system to be more interactive. 
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8 CONCLUSION 
This paper presents PopBlends, a system that automatically fnds 
connecting concepts between inputs and suggests images the user 
could pair in a pop culture blend. The system uses two rounds 
of divergent and convergent processes based on structured NLP 
techniques and large language models. A ten-participant user study 
shows that the system helped people come up more ideas, and 
with signifcantly less mental demand compared to the baseline 
condition. We discuss how divergent and convergent thinking is 
useful to structure not only human creativity, but also machine 
creativity. 

REFERENCES 
[1] [n.d.]. AI Dungeon. https://aidungeon.io/. Accessed: 2022-04-07. 
[2] Maneesh Agrawala, Wilmot Li, and Floraine Berthouzoz. 2011. Design Principles 

for Visual Communication. Commun. ACM 54, 4 (April 2011), 60–69. https: 
//doi.org/10.1145/1924421.1924439 

[3] Maneesh Agrawala, Doantam Phan, Julie Heiser, John Haymaker, Jef Klingner, 
Pat Hanrahan, and Barbara Tversky. 2003. Designing Efective Step-by-step 
Assembly Instructions. ACM Trans. Graph. 22, 3 (July 2003), 828–837. https: 
//doi.org/10.1145/882262.882352 

[4] Maneesh Agrawala and Chris Stolte. 2001. Rendering Efective Route Maps: 
Improving Usability Through Generalization. In Proceedings of the 28th Annual 
Conference on Computer Graphics and Interactive Techniques (SIGGRAPH ’01). 
ACM, New York, NY, USA, 241–249. https://doi.org/10.1145/383259.383286 

[5] Salvatore Andolina, Khalil Klouche, Diogo Cabral, Tuukka Ruotsalo, and Giulio 
Jacucci. 2015. InspirationWall: Supporting Idea Generation Through Automatic 
Information Exploration. In Proceedings of the 2015 ACM SIGCHI Conference on 
Creativity and Cognition (Glasgow, United Kingdom) (C&C ’15). Association for 
Computing Machinery, New York, NY, USA, 103–106. https://doi.org/10.1145/ 
2757226.2757252 

[6] Suyun Sandra Bae, Oh-Hyun Kwon, Senthil Chandrasegaran, and Kwan-Liu 
Ma. 2020. Spinneret: Aiding Creative Ideation through Non-Obvious Concept 
Associations. In Proceedings of the 2020 CHI Conference on Human Factors in 
Computing Systems (Honolulu, HI, USA) (CHI ’20). Association for Computing 
Machinery, New York, NY, USA, 1–13. https://doi.org/10.1145/3313831.3376746 

[7] Margaret A. Boden. 1998. Creativity and artifcial intelligence. Artifcial Intel-
ligence 103, 1 (1998), 347–356. https://doi.org/10.1016/S0004-3702(98)00055-1 
Artifcial Intelligence 40 years later. 

[8] Tom Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared D Kaplan, Pra-
fulla Dhariwal, Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, 
Sandhini Agarwal, Ariel Herbert-Voss, Gretchen Krueger, Tom Henighan, Rewon 
Child, Aditya Ramesh, Daniel Ziegler, Jefrey Wu, Clemens Winter, Chris Hesse, 
Mark Chen, Eric Sigler, Mateusz Litwin, Scott Gray, Benjamin Chess, Jack Clark, 
Christopher Berner, Sam McCandlish, Alec Radford, Ilya Sutskever, and Dario 
Amodei. 2020. Language Models are Few-Shot Learners. In Advances in Neural 
Information Processing Systems, H. Larochelle, M. Ranzato, R. Hadsell, M.F. Balcan, 
and H. Lin (Eds.), Vol. 33. Curran Associates, Inc., 1877–1901. https://proceedings. 
neurips.cc/paper/2020/fle/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf 

[9] Joel Chan, Joseph Chee Chang, Tom Hope, Dafna Shahaf, and Aniket Kittur. 
2018. SOLVENT: A Mixed Initiative System for Finding Analogies between 
Research Papers. Proc. ACM Hum.-Comput. Interact. 2, CSCW, Article 31 (nov 
2018), 21 pages. https://doi.org/10.1145/3274300 

[10] Peggy Chi, Nathan Frey, Katrina Panovich, and Irfan Essa. 2021. Automatic 
Instructional Video Creation from a Markdown-Formatted Tutorial. In The 34th 
Annual ACM Symposium on User Interface Software and Technology (Virtual Event, 
USA) (UIST ’21). Association for Computing Machinery, New York, NY, USA, 
677–690. https://doi.org/10.1145/3472749.3474778 

[11] Lydia B Chilton, Ecenaz Jen Ozmen, Sam H Ross, and Vivian Liu. 2021. VisiFit: 
Structuring Iterative Improvement for Novice Designers. In Proceedings of the 
2021 CHI Conference on Human Factors in Computing Systems. Association for 
Computing Machinery, New York, NY, USA, Article 574, 14 pages. https://doi. 
org/10.1145/3411764.3445089 

[12] Lydia B. Chilton, Savvas Petridis, and Maneesh Agrawala. 2019. VisiBlends: 
A Flexible Workfow for Visual Blends. In Proceedings of the 2019 CHI Con-
ference on Human Factors in Computing Systems (Glasgow, Scotland Uk) (CHI 
’19). Association for Computing Machinery, New York, NY, USA, 1–14. https: 
//doi.org/10.1145/3290605.3300402 

[13] John Joon Young Chung, Wooseok Kim, Kang Min Yoo, Hwaran Lee, Eytan 
Adar, and Minsuk Chang. 2022. TaleBrush: Sketching Stories with Generative 
Pretrained Language Models. In Proceedings of the 2022 CHI Conference on Human 
Factors in Computing Systems (New Orleans, LA, USA) (CHI ’22). Association 
for Computing Machinery, New York, NY, USA, Article 209, 19 pages. https: 

//doi.org/10.1145/3491102.3501819 
[14] Peter Claridge. 2019. How Brands Celebrate Star Wars Day on May 4th. https: 

//blog.unmetric.com/how-brands-celebrate-star-wars-day-on-may-4th Last 
accessed 19 November 2022. 

[15] Simon De Deyne, Danielle J Navarro, Amy Perfors, Marc Brysbaert, and Gert 
Storms. 2019. The “Small World of Words” English word association norms for 
over 12,000 cue words. Behavior research methods 51, 3 (2019), 987–1006. 

[16] Simon De Deyne, Amy Perfors, and Daniel J Navarro. 2016. Predicting human 
similarity judgments with distributional models: The value of word associations.. 
In Proceedings of COLING 2016, the 26th International Conference on Computational 
Linguistics: Technical Papers. The COLING 2016 Organizing Committee, Osaka, 
Japan, 1861–1870. https://aclanthology.org/C16-1175 

[17] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019. BERT: 
Pre-training of Deep Bidirectional Transformers for Language Understanding. In 
Proceedings of the 2019 Conference of the North American Chapter of the Association 
for Computational Linguistics: Human Language Technologies, Volume 1 (Long and 
Short Papers). Association for Computational Linguistics, Minneapolis, Minnesota, 
4171–4186. https://doi.org/10.18653/v1/N19-1423 

[18] Steven Dow, Julie Fortuna, Dan Schwartz, Beth Altringer, Daniel Schwartz, and 
Scott Klemmer. 2011. Prototyping Dynamics: Sharing Multiple Designs Improves 
Exploration, Group Rapport, and Results. In Proceedings of the SIGCHI Conference 
on Human Factors in Computing Systems (Vancouver, BC, Canada) (CHI ’11). 
Association for Computing Machinery, New York, NY, USA, 2807–2816. https: 
//doi.org/10.1145/1978942.1979359 

[19] Manfred Eppe, Ewen Maclean, Roberto Confalonieri, Oliver Kutz, Marco Schor-
lemmer, Enric Plaza, and Kai-Uwe Kühnberger. 2018. A computational frame-
work for conceptual blending. Artifcial Intelligence 256 (2018), 105–129. https: 
//doi.org/10.1016/j.artint.2017.11.005 

[20] Brian Falkenhainer, Kenneth D. Forbus, and Dedre Gentner. 1989. The Structure-
Mapping Engine: Algorithm and Examples. Artifcial Intelligence 41 (1989), 1–63. 

[21] Gilles Fauconnier and Mark Turner. 1998. Conceptual integration networks. 
Cognitive Science 22, 2 (1998), 133–187. https://doi.org/10.1016/S0364-0213(99) 
80038-X 

[22] Matt Gardner, Joel Grus, Mark Neumann, Oyvind Tafjord, Pradeep Dasigi, Nel-
son F. Liu, Matthew Peters, Michael Schmitz, and Luke Zettlemoyer. 2018. Al-
lenNLP: A Deep Semantic Natural Language Processing Platform. In Proceedings 
of Workshop for NLP Open Source Software (NLP-OSS). Association for Computa-
tional Linguistics, Melbourne, Australia, 1–6. https://doi.org/10.18653/v1/W18-
2501 

[23] Katy Ilonka Gero and Lydia B. Chilton. 2019. Metaphoria: An Algorithmic Com-
panion for Metaphor Creation. Association for Computing Machinery, New York, 
NY, USA, 1–12. https://doi.org/10.1145/3290605.3300526 

[24] Katy Ilonka Gero, Vivian Liu, and Lydia B. Chilton. 2021. Sparks: Inspira-
tion for Science Writing using Language Models. CoRR abs/2110.07640 (2021). 
arXiv:2110.07640 https://arxiv.org/abs/2110.07640 

[25] Katy Ilonka Gero, Vivian Liu, Sarah Huang, Jennifer Lee, and Lydia B. Chilton. 
2021. What Makes Tweetorials Tick: How Experts Communicate Complex Topics 
on Twitter. Proc. ACM Hum.-Comput. Interact. 5, CSCW2, Article 422 (oct 2021), 
26 pages. https://doi.org/10.1145/3479566 

[26] Sandra G Hart. 2006. NASA-task load index (NASA-TLX); 20 years later. In 
Proceedings of the human factors and ergonomics society annual meeting, Vol. 50. 
Sage publications Sage CA: Los Angeles, CA, 904–908. 

[27] Zaeem Hussain, Mingda Zhang, Xiaozhong Zhang, Keren Ye, Christopher 
Thomas, Zuha Agha, Nathan Ong, and Adriana Kovashka. 2017. Automatic 
understanding of image and video advertisements. In Proceedings of the IEEE 
Conference on Computer Vision and Pattern Recognition. 1705–1715. 

[28] Youngseung Jeon, Seungwan Jin, Patrick C. Shih, and Kyungsik Han. 2021. Fash-
ionQ: An AI-Driven Creativity Support Tool for Facilitating Ideation in Fashion 
Design. In Proceedings of the 2021 CHI Conference on Human Factors in Computing 
Systems (Yokohama, Japan) (CHI ’21). Association for Computing Machinery, New 
York, NY, USA, Article 576, 18 pages. https://doi.org/10.1145/3411764.3445093 

[29] Peter H. Kahn, Nathan G. Freier, Takayuki Kanda, Hiroshi Ishiguro, Jolina H. 
Ruckert, Rachel L. Severson, and Shaun K. Kane. 2008. Design Patterns for Social-
ity in Human-robot Interaction. In Proceedings of the 3rd ACM/IEEE International 
Conference on Human Robot Interaction (Amsterdam, The Netherlands) (HRI ’08). 
ACM, New York, NY, USA, 97–104. https://doi.org/10.1145/1349822.1349836 

[30] Youwen Kang, Zhida Sun, Sitong Wang, Zeyu Huang, Ziming Wu, and Xiao-
juan Ma. 2021. MetaMap: Supporting Visual Metaphor Ideation through Multi-
Dimensional Example-Based Exploration. Association for Computing Machinery, 
New York, NY, USA. https://doi.org/10.1145/3411764.3445325 

[31] Joy Kim, Mira Dontcheva, Wilmot Li, Michael S. Bernstein, and Daniela Stein-
sapir. 2015. Motif: Supporting Novice Creativity Through Expert Patterns. In 
Proceedings of the 33rd Annual ACM Conference on Human Factors in Comput-
ing Systems (Seoul, Republic of Korea) (CHI ’15). ACM, New York, NY, USA, 
1211–1220. https://doi.org/10.1145/2702123.2702507 

[32] Yui Kita and Jun Rekimoto. 2018. V8 Storming: How Far Should Two Ideas 
Be?. In Proceedings of the 9th Augmented Human International Conference (Seoul, 
Republic of Korea) (AH ’18). Association for Computing Machinery, New York, 

https://aidungeon.io/
https://doi.org/10.1145/1924421.1924439
https://doi.org/10.1145/1924421.1924439
https://doi.org/10.1145/882262.882352
https://doi.org/10.1145/882262.882352
https://doi.org/10.1145/383259.383286
https://doi.org/10.1145/2757226.2757252
https://doi.org/10.1145/2757226.2757252
https://doi.org/10.1145/3313831.3376746
https://doi.org/10.1016/S0004-3702(98)00055-1
https://proceedings.neurips.cc/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://proceedings.neurips.cc/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://doi.org/10.1145/3274300
https://doi.org/10.1145/3472749.3474778
https://doi.org/10.1145/3411764.3445089
https://doi.org/10.1145/3411764.3445089
https://doi.org/10.1145/3290605.3300402
https://doi.org/10.1145/3290605.3300402
https://doi.org/10.1145/3491102.3501819
https://doi.org/10.1145/3491102.3501819
https://blog.unmetric.com/how-brands-celebrate-star-wars-day-on-may-4th
https://blog.unmetric.com/how-brands-celebrate-star-wars-day-on-may-4th
https://aclanthology.org/C16-1175
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.1145/1978942.1979359
https://doi.org/10.1145/1978942.1979359
https://doi.org/10.1016/j.artint.2017.11.005
https://doi.org/10.1016/j.artint.2017.11.005
https://doi.org/10.1016/S0364-0213(99)80038-X
https://doi.org/10.1016/S0364-0213(99)80038-X
https://doi.org/10.18653/v1/W18-2501
https://doi.org/10.18653/v1/W18-2501
https://doi.org/10.1145/3290605.3300526
https://arxiv.org/abs/2110.07640
https://arxiv.org/abs/2110.07640
https://doi.org/10.1145/3479566
https://doi.org/10.1145/3411764.3445093
https://doi.org/10.1145/1349822.1349836
https://doi.org/10.1145/3411764.3445325
https://doi.org/10.1145/2702123.2702507


          

       
            

           
           

            
    

           
           

       
           

          
    

           
       

            
            

           
            

 
             

  
 

            
          

         
          

 
              

          
       

             
          

          
 

             
 

      
              

          
          

           
            

        
           

         
           

        
    

           
         

            
          

  
           

           
            

          
        
   

          
   

            
         

 
 

            
          

        
              

           
    

           
          

 
          

       

 
            

           
           

            
           

          
          

          
           

 
            

          
           

      
               

       
           

          
          

 
            

 
            

 
            

         
  

           
        

 
             

      
            

        
           

          
       

            
         

        
          

          
 

              
         

         
  

             
         

      
 

           
        

 
           

          
     

             
           

           
      

             
             

           
     

             
          

          
       

           
          
           

           
           

 

          

       
            

           
           

            
    

           
           

       
           

          
    

           
       

            
            

           
            

 
             

  
 

            
          

         
          

 
              

          
       

             
          

          
 

             
 

      
              

          
          

           
            

        
           

         
           

        
    

           
         

            
          

  
           

           
            

          
        
   

          
   

            
         

 
 

            
          

        
              

           
    

           
          

 
          

       

 
            

           
           

            
           

          
          

          
           

 
            

          
           

      
               

       
           

          
          

 
            

 
            

 
            

         
  

           
        

 
             

      
            

        
           

          
       

            
         

        
          

          
 

              
         

         
  

             
         

      
 

           
        

 
           

          
     

             
           

           
      

             
             

           
     

             
          

          
       

           
          
           

           
           

 

CHI ’23, April 23–28, 2023, Hamburg, Germany Wang, et al. 

NY, USA, Article 14, 8 pages. https://doi.org/10.1145/3174910.3174937 
[33] Janin Koch, Andrés Lucero, Lena Hegemann, and Antti Oulasvirta. 2019. May 

AI? Design Ideation with Cooperative Contextual Bandits. In Proceedings of the 
2019 CHI Conference on Human Factors in Computing Systems (Glasgow, Scotland 
Uk) (CHI ’19). Association for Computing Machinery, New York, NY, USA, Article 
633, 12 pages. https://doi.org/10.1145/3290605.3300863 

[34] Mackenzie Leake, Abe Davis, Anh Truong, and Maneesh Agrawala. 2017. Com-
putational Video Editing for Dialogue-driven Scenes. ACM Trans. Graph. 36, 4, 
Article 130 (July 2017), 14 pages. https://doi.org/10.1145/3072959.3073653 

[35] Kenton Lee, Luheng He, and Luke Zettlemoyer. 2018. Higher-Order Coreference 
Resolution with Coarse-to-Fine Inference. In North American Chapter of the 
Association for Computational Linguistics. 

[36] Douglas Lenat. 1995. CYC: A Large-Scale Investment in Knowledge Infrastructure. 
Commun. ACM 38, 11 (November 1995), 33–38. 

[37] Vivian Liu, Han Qiao, and Lydia Chilton. 2022. Opal: Multimodal Image Gener-
ation for News Illustration. In Proceedings of the 35th Annual ACM Symposium 
on User Interface Software and Technology (Bend, OR, USA) (UIST ’22). Asso-
ciation for Computing Machinery, New York, NY, USA, Article 73, 17 pages. 
https://doi.org/10.1145/3526113.3545621 

[38] Edward Loper and Steven Bird. 2002. NLTK: The Natural Language Toolkit. CoRR 
cs.CL/0205028 (2002). http://dblp.uni-trier.de/db/journals/corr/corr0205.html#cs-
CL-0205028 

[39] Paul Merrell, Eric Schkufza, Zeyang Li, Maneesh Agrawala, and Vladlen Koltun. 
2011. Interactive Furniture Layout Using Interior Design Guidelines. In ACM 
SIGGRAPH 2011 Papers (Vancouver, British Columbia, Canada) (SIGGRAPH ’11). 
ACM, New York, NY, USA, Article 87, 10 pages. https://doi.org/10.1145/1964921. 
1964982 

[40] Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Corrado, and Jef Dean. 2013. 
Distributed representations of words and phrases and their compositionality. In 
Advances in neural information processing systems. 3111–3119. 

[41] Hiroyuki Osone, Jun-Li Lu, and Yoichi Ochiai. 2021. BunCho: AI Supported Story 
Co-Creation via Unsupervised Multitask Learning to Increase Writers’ Creativity in 
Japanese. Association for Computing Machinery, New York, NY, USA. https: 
//doi.org/10.1145/3411763.3450391 

[42] Frank Pallotta. 2016. ’Star Wars Day’ is a force with brands on Twit-
ter. https://money.cnn.com/2016/05/04/media/star-wars-day-2016-tweets-may-
the-fourth-be-with-you/index.html Last accessed 19 November 2022. 

[43] Paul B Paulus, Mary T Dzindolet, George Poletes, and L Mabel Camacho. 1993. 
Perception of performance in group brainstorming: The illusion of group pro-
ductivity. Personality and Social Psychology Bulletin 19, 1 (1993), 78–89. 

[44] Jefrey Pennington, Richard Socher, and Christopher D Manning. 2014. Glove: 
Global vectors for word representation. In Proceedings of the 2014 conference on 
empirical methods in natural language processing (EMNLP). 1532–1543. 

[45] Cmara Pereira and Francisco. 2007. Creativity and Artifcial Intelligence: A Con-
ceptual Blending Approach (1st ed.). Walter de Gruyter, USA. 

[46] Matthew E Peters, Waleed Ammar, Chandra Bhagavatula, and Russell Power. 
2017. Semi-supervised sequence tagging with bidirectional language models. 
arXiv preprint arXiv:1705.00108 (2017). 

[47] Savvas Petridis, Hijung Valentina Shin, and Lydia B. Chilton. 2021. Symbol-
Finder: Brainstorming Diverse Symbols Using Local Semantic Networks. In 
Proceedings of the 34th Annual ACM Symposium on User Interface Software and 
Technology (UIST ’21). Association for Computing Machinery, New York, NY, 
USA. https://doi.org/10.1145/3472749.3474757 

[48] Fabio Petroni, Tim Rocktäschel, Sebastian Riedel, Patrick Lewis, Anton Bakhtin, 
Yuxiang Wu, and Alexander Miller. 2019. Language Models as Knowledge Bases?. 
In Proceedings of the 2019 Conference on Empirical Methods in Natural Language 
Processing and the 9th International Joint Conference on Natural Language Pro-
cessing (EMNLP-IJCNLP). Association for Computational Linguistics, Hong Kong, 
China, 2463–2473. https://doi.org/10.18653/v1/D19-1250 

[49] Alec Radford and Karthik Narasimhan. 2018. Improving Language Understanding 
by Generative Pre-Training. 

[50] Alec Radford, Jefrey Wu, Rewon Child, David Luan, Dario Amodei, and 
Ilya Sutskever. 2018. Language Models are Unsupervised Multitask Learners. 
(2018). https://d4mucfpksywv.cloudfront.net/better-language-models/language-
models.pdf 

[51] Aditya Ramesh, Mikhail Pavlov, Gabriel Goh, Scott Gray, Chelsea Voss, Alec 
Radford, Mark Chen, and Ilya Sutskever. 2021. Zero-shot text-to-image generation. 
In International Conference on Machine Learning. PMLR, 8821–8831. 

[52] Juan Ramos et al. 2003. Using tf-idf to determine word relevance in document 
queries. In Proceedings of the frst instructional conference on machine learning, 
Vol. 242. Citeseer, 29–48. 

[53] Simon Razniewski, Andrew Yates, Nora Kassner, and Gerhard Weikum. 2021. 
Language models as or for knowledge bases. arXiv preprint arXiv:2110.04888 
(2021). 

[54] Nils Reimers and Iryna Gurevych. 2019. Sentence-BERT: Sentence Embeddings 
using Siamese BERT-Networks. CoRR abs/1908.10084 (2019). arXiv:1908.10084 

http://arxiv.org/abs/1908.10084 
[55] Omer Sagi and Lior Rokach. 2018. Ensemble learning: A survey. Wiley Interdisci-

plinary Reviews: Data Mining and Knowledge Discovery 8, 4 (2018), e1249. 
[56] Maarten Sap, Ronan Le Bras, Emily Allaway, Chandra Bhagavatula, Nicholas 

Lourie, Hannah Rashkin, Brendan Roof, Noah A. Smith, and Yejin Choi. 2019. 
ATOMIC: An Atlas of Machine Commonsense for If-Then Reasoning. In The 
Thirty-Third AAAI Conference on Artifcial Intelligence, AAAI 2019, The Thirty-First 
Innovative Applications of Artifcial Intelligence Conference, IAAI 2019, The Ninth 
AAAI Symposium on Educational Advances in Artifcial Intelligence, EAAI 2019, 
Honolulu, Hawaii, USA, January 27 - February 1, 2019. AAAI Press, 3027–3035. 
https://doi.org/10.1609/aaai.v33i01.33013027 

[57] Allison Sauppé and Bilge Mutlu. 2014. Design Patterns for Exploring and Pro-
totyping Human-robot Interactions. In Proceedings of the SIGCHI Conference on 
Human Factors in Computing Systems (Toronto, Ontario, Canada) (CHI ’14). ACM, 
New York, NY, USA, 1439–1448. https://doi.org/10.1145/2556288.2557057 

[58] Yang Shi, Yang Wang, Ye Qi, John Chen, Xiaoyao Xu, and Kwan-Liu Ma. 2017. 
IdeaWall: Improving Creative Collaboration through Combinatorial Visual Stim-
uli. In Proceedings of the 2017 ACM Conference on Computer Supported Coop-
erative Work and Social Computing (Portland, Oregon, USA) (CSCW ’17). As-
sociation for Computing Machinery, New York, NY, USA, 594–603. https: 
//doi.org/10.1145/2998181.2998208 

[59] Amit Singhal. 2012. Introducing the knowledge graph: Things, not strings. https: 
//blog.google/products/search/introducing-knowledge-graph-things-not/ 

[60] Barbara Tversky and Juliet Chou. 2010. Creativity: Depth and Breadth. https: 
//doi.org/10.1007/978-0-85729-224-7_27 

[61] Tony Veale. 2019. From Conceptual Mash-ups to Badass Blends: A Robust Compu-
tational Model of Conceptual Blending. Springer International Publishing, Cham, 
71–89. https://doi.org/10.1007/978-3-319-43610-4_4 

[62] Tony Veale, Diarmuid O’Donoghue, and Mark Keane. 2000. Computation and 
Blending. Cognitive Linguistics 11 (01 2000), 253–281. https://doi.org/10.1515/ 
cogl.2001.016, 

[63] Chenguang Wang, Xiao Liu, and Dawn Song. 2020. Language models are open 
knowledge graphs. arXiv preprint arXiv:2010.11967 (2020). 

[64] Hao-Chuan Wang, Dan Cosley, and Susan R. Fussell. 2010. Idea Expander: Sup-
porting Group Brainstorming with Conversationally Triggered Visual Thinking 
Stimuli. In Proceedings of the 2010 ACM Conference on Computer Supported Cooper-
ative Work (Savannah, Georgia, USA) (CSCW ’10). Association for Computing Ma-
chinery, New York, NY, USA, 103–106. https://doi.org/10.1145/1718918.1718938 

[65] Hao-Chuan Wang, Susan R. Fussell, and Dan Cosley. 2011. From Diversity 
to Creativity: Stimulating Group Brainstorming with Cultural Diferences and 
Conversationally-Retrieved Pictures. In Proceedings of the ACM 2011 Confer-
ence on Computer Supported Cooperative Work (Hangzhou, China) (CSCW ’11). 
Association for Computing Machinery, New York, NY, USA, 265–274. https: 
//doi.org/10.1145/1958824.1958864 

[66] Wenhui Wang, Furu Wei, Li Dong, Hangbo Bao, Nan Yang, and Ming Zhou. 
2020. Minilm: Deep self-attention distillation for task-agnostic compression of 
pre-trained transformers. Advances in Neural Information Processing Systems 33 
(2020), 5776–5788. 

[67] Tongshuang Wu, Michael Terry, and Carrie J. Cai. 2021. AI Chains: Transparent 
and Controllable Human-AI Interaction by Chaining Large Language Model 
Prompts. CoRR abs/2110.01691 (2021). arXiv:2110.01691 https://arxiv.org/abs/ 
2110.01691 

[68] Haijun Xia. 2020. Crosspower: Bridging Graphics and Linguistics. Association for 
Computing Machinery, New York, NY, USA, 722–734. https://doi.org/10.1145/ 
3379337.3415845 

[69] Haijun Xia, Jennifer Jacobs, and Maneesh Agrawala. 2020. Crosscast: Adding 
Visuals to Audio Travel Podcasts. Association for Computing Machinery, New 
York, NY, USA, 735–746. https://doi.org/10.1145/3379337.3415882 

[70] Lixiu Yu, Aniket Kittur, and Robert E. Kraut. 2014. Distributed Analogical Idea 
Generation: Inventing with Crowds. In Proceedings of the SIGCHI Conference on 
Human Factors in Computing Systems (Toronto, Ontario, Canada) (CHI ’14). ACM, 
New York, NY, USA, 1245–1254. https://doi.org/10.1145/2556288.2557371 

[71] Lixiu Yu, Aniket Kittur, and Robert E. Kraut. 2014. Searching for Analogical 
Ideas with Crowds. In Proceedings of the 32Nd Annual ACM Conference on Human 
Factors in Computing Systems (Toronto, Ontario, Canada) (CHI ’14). ACM, New 
York, NY, USA, 1225–1234. https://doi.org/10.1145/2556288.2557378 

[72] Ann Yuan, Andy Coenen, Emily Reif, and Daphne Ippolito. 2022. Wordcraft: Story 
Writing With Large Language Models. In 27th International Conference on Intelli-
gent User Interfaces (Helsinki, Finland) (IUI ’22). Association for Computing Ma-
chinery, New York, NY, USA, 841–852. https://doi.org/10.1145/3490099.3511105 

[73] Nanxuan Zhao, Nam Wook Kim, Laura Mariah Herman, Hanspeter Pfster, 
Rynson W.H. Lau, Jose Echevarria, and Zoya Bylinskii. 2020. ICONATE: Au-
tomatic Compound Icon Generation and Ideation. In Proceedings of the 2020 
CHI Conference on Human Factors in Computing Systems (Honolulu, HI, USA) 
(CHI ’20). Association for Computing Machinery, New York, NY, USA, 1–13. 
https://doi.org/10.1145/3313831.3376618 

https://doi.org/10.1145/3174910.3174937
https://doi.org/10.1145/3290605.3300863
https://doi.org/10.1145/3072959.3073653
https://doi.org/10.1145/3526113.3545621
http://dblp.uni-trier.de/db/journals/corr/corr0205.html#cs-CL-0205028
http://dblp.uni-trier.de/db/journals/corr/corr0205.html#cs-CL-0205028
https://doi.org/10.1145/1964921.1964982
https://doi.org/10.1145/1964921.1964982
https://doi.org/10.1145/3411763.3450391
https://doi.org/10.1145/3411763.3450391
https://money.cnn.com/2016/05/04/media/star-wars-day-2016-tweets-may-the-fourth-be-with-you/index.html
https://money.cnn.com/2016/05/04/media/star-wars-day-2016-tweets-may-the-fourth-be-with-you/index.html
https://doi.org/10.1145/3472749.3474757
https://doi.org/10.18653/v1/D19-1250
https://d4mucfpksywv.cloudfront.net/better-language-models/language-models.pdf
https://d4mucfpksywv.cloudfront.net/better-language-models/language-models.pdf
https://arxiv.org/abs/1908.10084
http://arxiv.org/abs/1908.10084
https://doi.org/10.1609/aaai.v33i01.33013027
https://doi.org/10.1145/2556288.2557057
https://doi.org/10.1145/2998181.2998208
https://doi.org/10.1145/2998181.2998208
https://blog.google/products/search/introducing-knowledge-graph-things-not/
https://blog.google/products/search/introducing-knowledge-graph-things-not/
https://doi.org/10.1007/978-0-85729-224-7_27
https://doi.org/10.1007/978-0-85729-224-7_27
https://doi.org/10.1007/978-3-319-43610-4_4
https://doi.org/10.1515/cogl.2001.016,
https://doi.org/10.1515/cogl.2001.016,
https://doi.org/10.1145/1718918.1718938
https://doi.org/10.1145/1958824.1958864
https://doi.org/10.1145/1958824.1958864
https://arxiv.org/abs/2110.01691
https://arxiv.org/abs/2110.01691
https://arxiv.org/abs/2110.01691
https://doi.org/10.1145/3379337.3415845
https://doi.org/10.1145/3379337.3415845
https://doi.org/10.1145/3379337.3415882
https://doi.org/10.1145/2556288.2557371
https://doi.org/10.1145/2556288.2557378
https://doi.org/10.1145/3490099.3511105
https://doi.org/10.1145/3313831.3376618


                

         

    

      
             

        
           

         
                 

           
            

           
             

                 
                     

                     

    

       

  

 

  

    
    
    

    
   

    
    

   

    
    

    
    
   

   
     
    

  

   
   

    
     

  

   
    

     
     

   

    
    

    
  

     
     

   

   
   

   
   

    

   
    

    
  

     
   

    
    

   

   
    

    
    

  

       
    

    
    

  

   
   
    

   
 

   
   

   
   

    
   
    

   

      
    
    
     

    
    

    
   

    
   

   
    
   

     
   
   

 

                 
         

                

         

    

        
             

           
           

          
                 

              
            

             
             

                 
                     

                     

    

       

  

 

  

    
    
    

    
   

    
    

   

    
    

    
    
   

   
     
    

  

   
   

    
     

  

   
    

     
     

   

    
    

    
  

     
     

   

   
   

   
   

    

   
    

    
  

     
   

    
    

   

   
    

    
    

  

       
    

    
    

  

   
   
    

   
 

   
   

   
   

    
   
    

   

      
    
    
     

    
    

    
   

    
   

   
    
   

     
   
   

 

                 
         

PopBlends: Strategies for Conceptual Blending with Large Language Models CHI ’23, April 23–28, 2023, Hamburg, Germany 

A CONNECTING CONCEPTS OF AIRPLANE AND POP CULTURE DOMAINS 

Domains No-GPT Half-GPT Full-GPT 

Star Wars Falcon piloting aircraft his breathing apparatus 
(Before the Falcon can reach Alderaan...) (activity of Bespin) (associated with Darth Vader) 

Friends airport “I got of the plane” his fear of fying 
(Monica persuades Ross...to the airport...) (catchphrase of Rachel) (associated with Chandler) 

Harry Potter fying fying on broomsticks both fast and have wings
(Ron. . . rescued Harry in fying Ford Anglia) (activity of Harry Potter) (associated with Golden Snitch) 

Game of Thrones fying fying on dragons his travel from King’s landing to Pentos 
(Tyrion sees...dragon fying overhead) (activity of Daenerys Targaryen) (associated with Tyrion Lannister) 

Breaking Bad crew “I am the danger” his witness of an airplane crash 
(Walter surrenders...Jack’s crew arrive) (catchphrase of Walter White) (associated with Walter’s swimming pool) 

Table A1: Example connecting concepts of airplane and pop culture domains across No-GPT, Half-GPT and Full-GPT strategies. 
Note that “crew” has diferent meanings in the domain of Breaking Bad and airplane, “I am the danger” is Walter White’s 
catchphrase but not fully connected to airplane, Chandler was afraid to take the fight to Yemen but mainly because of Janice. 

B POP CULTURE ENTITIES 

Domains Characters Organizations Locations Objects / Others 

Star Wars 

Friends 

Harry Potter 

Luke Skywalker, Darth Vader, 
Han Solo, Leia Organa, Obi-
Wan Kenobi, Chewbacca, R2-D2, 
Lando Calrissian, Jedi knights, 
Jabba the Hutt 

Ross, Rachel, Joey, Chandler, 
Monica, Phoebe, Mike, Emily, 
Ben, Pete Becker 

Harry Potter, Ron Weasley, 
Hermione Granger, Sirius Black, 
Draco Malfoy, Lord Voldemort, 
Dobby, Severus Snape, Lucius 
Malfoy, Ginny Weasley 

Force, Rebels, Millennium Fal-
con, Rebel Alliance, Rebel Fleet, 
TIE, Ewoks, X-wing, Wookiee, 
Admiral Ackbar 

friends, Bloomingdale’s, Gucci, 
Discovery Channel, Knicks, 
Animal Control, Soap Opera 
Digest, Rangers, Law & Order, 
the Post 

Death Eaters, Dursleys, De-
mentors, Defence Against the 
Dark Arts, Ministry of Magic, 
Order of the Phoenix, Blacks, 
Potters, Weasleys, Snatchers 

Death Star, Alderaan, Endor, 
Tatooine, Dagobah, Hoth, Mos 
Eisley, Bespin, Cloud City, 
Galactic Republic 

London, Tulsa, Vail, Las Vegas, 
China, New York City, Paris, 
Broadway, Vermont, Greece 

Hogwarts, Azkaban, Room 
of Requirement, Gringotts, 
Whomping Willow, Burrow, 
Forbidden Forest, Durmstrang, 
Diagon Alley, Great Hall 

lightsaber, Imperial feet, 
planet, Emperor, shield, father, 
Galactic Empire, dark side, 
city, base 

Days of our Lives, relationship, 
Valentine’s day, C.H.E.E.S.E, 
FICA, the Shining, Little 
Women, Baby Got Back, 
couple, Wonderful Tonight 

Hogwarts Express, trio, Hor-
crux, locket, Killing Curse, Pa-
tronus Charm, father, Sword 
of Gryfndor, Quidditch World 
Cup, school 

Game of Thrones Jon Snow, Daenerys Targaryen, 
Tyrion Lannister, Sansa Stark, 
Arya Stark, Jaime Lannister, Cer-
sei, Theon Greyjoy, Jorah Mor-
mont, Melisandre 

Wildlings, Unsullied, White 
Walkers, slaver, Brotherhood, 
Dothraki, Lannisters, Sons of 
the Harpy, Kingsguard, watch-
men 

King’s Landing, Winterfell, 
Meereen, Castle Black, Drag-
onstone, Braavos, Yunkai, 
Dorne, Essos, Keep 

Iron Throne, dragons, murder, 
soldiers, Dragonglass, Faith 
Militant, royal wedding, death, 
Needle, Second Sons 

Breaking Bad Walter White, Jesse Pinkman, 
Hank Schrader, Skyler, Gus 
Fring, Jane Margolis, Mike, 
Walter Jr., Ted, Saul Goodman 

IRS, police, ATM, Aryan broth-
erhood, Los Pollos Hermanos, 
Gray Matter, DEA agent, Mex-
icans, Denny’s, ASAC 

Albuquerque, Mexico, El Paso, 
Czech Republic, Juarez, Toha-
jiilee Indian Reservation, Cay-
man Islands, Casa Tranquila, 
New Hampshire, Nebraska 

meth, lab, Leaves of Grass, 
money, dealers, RV, methy-
lamine, product, business, 
phone 

Table B1: Pop culture entities collected by PopBlends in types of characters, organizations, locations and objects/others. Entities 
in italics are potentially assigned to the wrong category. 
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